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Abstract

Reservoir simulators are frequently applied to interpret laboratory findings, and
to assess the likely performance of various suggested injection strategies at the
field. For example, when studying potential methods of enhanced oil recovery
(EOR), a sensible working strategy seems to be this: first, any proposed working
mechanism should be tested versus experimental data on smaller scales (usually,
the core scale), before subsequently being investigated at field conditions. To
improve the predictive accuracy of such endeavours, especially when attempting
to upscale from the lab to the field, it is important to include sufficient granularity
in the mathematical models that are used to describe the fluid flow.

The present thesis primarily intends to contribute towards the first part of
the above stated workflow, though the second part is also tentatively addressed.
To this end, the main objective has been to improve upon the mathematical
modelling of polymer injection, i.e., to understand better how the addition of
flexible polymer macromolecules to the brine can affect fluid transport inside
porous rocks. A new simulation model for polymer flooding has recently been im-
plemented into the IORCoreSim simulator. Several sets of laboratory (one phase)
polymer floods, conducted under both transient and steady-state conditions,
were history matched using the model.

An important fact to consider in all of the experiments was that the employed
polymer solutions are non-Newtonian fluids. As a consequence, the apparent
viscosity of the solutions could not be taken as a constant at a given temperature
and pressure, at least not beyond a certain shear rate. Instead, it must be allowed
to vary depending on the local rate, and it can be substantially influenced by both
the rock and fluid properties (e.g., permeability and solvent ion composition).
Two flow regimes could be identified as especially important for understanding
the lab data, both occurring at elevated shear rates inside the porous medium:
an apparent shear thickening flow resistance, and mechanical degradation (chain
scission) of polymers. In the presented thesis work, a strong emphasis was placed
on studying these two phenomena, because they both hold the potential to be
real show stoppers when it comes to field implementation of polymer flooding.
Also, mechanical degradation is presently not accounted for in most available
reservoir simulation frameworks.

In addition to shedding light on multiple sets of coreflooding data, the
IORCoreSim polymer model was applied to study degradation in synthetic sector
models at the field scale. It was indicated that, absent fracturing conditons, shear
thickening will significantly lower well injectivity, and that severe degradation
is probable even when injecting into moderate to high permeability formations.
However, as these effects are only expected in the near well bore area, field scale
simulators only need to account for them in the well blocks. Further work should
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Abstract

concentrate on developing effective well models for polymer flooding. Also, more
research is required to fully understand the impact of factors such as temperature
and salinity on the polymer behaviour.
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Chapter 1

Introduction

1.1 Background and motivation

While in the long run fossil fuels are projected to give way to low carbon emission
technologies, presently these alternate energy sources contribute in only a fairly
limited way to the global energy supply (BP 2018). At the same time, the
world population is expected to continue to increase until at least the end of
the century (Gerland et al. 2014), fewer new oil reservoirs are discovered, and
production from mature fields are declining. Worldwide, the average value of
the oil recovery factor is in the range 20-40 % (Muggeridge et al. 2014). On
the Norwegian Continental Shelf (NCS) the situation is better, with an average
recovery factor of approximately 46 % (Åm et al. 2010), and similar numbers
have been estimated for the UK Continental Shelf (UKCS) (Oil & Gas Authority
2016; Oil & Gas Authority 2017b). Even so, unless new and smart solutions are
found, the majority of the remaining oil reserves on the NCS are projected to
stay in the ground when production is eventually ceased (Norwegian Petroleum
Directorate 2017).

To meet the world’s demand for energy, while at the same time limiting
the environmental impact, it is important to utilize the remaining petroleum
resources as efficiently as possible. To this end, the use of Enhanced Oil Recovery
(EOR) techniques could play a significant role in extending the lifetime of the
fields. According to (Lake 1989, p.1), EOR can be defined as oil recovery by the
injection of materials not normally present in the reservoir. This definition is
broader than other definitions commonly seen in the literature, wherein EOR
is introduced specifically as a tertiary oil recovery method. It covers thermal
recovery methods, as well as the injection of various chemicals and/or gases
into the reservoir, e.g.: CO2 injection, low salinity water flooding, polymer
flooding, and surfactant flooding. EOR is regarded as less general than the
related concept of IOR (Improved Oil Recovery), which encompasses all practices
that improve the oil production. However, the two terms have sometimes been
used interchangeably (Stosur et al. 2003).

To estimate the potential for increased oil recovery of a proposed injection
strategy, numerical simulation studies play a key part of the decision making
process. Reservoir simulators were first developed during the 1950s and 1960s
(Watts 1997). Since that time, they have become a cornerstone of the petroleum
industry, and are used alongside simpler analytical and semi-analytical models
as tools to forecast production performance. With the advent of more powerful
computers, the mathematical complexity and capabilities of the models have
greatly increased as a function of time, especially from the 1970s and onwards
(Cao 2002; Watts 1997). Additionally, much work have gone into making the
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1. Introduction

models less CPU intensive, which is clearly desirable from a user perspective.
That said, concerns are often raised about the predictive accuracy of reservoir
simulators. Just how accurate are they when it comes to depicting fluid flow in
the reservoir?

One obvious problem is the lack of detailed knowledge about the subsurface,
i.e., geological uncertainty. Real reservoirs are heterogeneous, and the nature
of the hetereogenity can have a large impact on fluid flow. However, input
parameters to simulation models are often derived by considering an extremely
small sample of the reservoir, which need not be representative of the reservoir as
a whole. One obvious source of error is the use of inaccurate values for parameters
that can, at least in principle, be quantified. For instance, some data may simply
be incorrectly measured. Another frequently encountered challenge is the issue of
how to integrate data obtained using multiple experimental techniques. Because
separate methods may be based on different assumptions, and may not probe
the same scales of resolution, purported macroscopic parameter values do not
always agree. Then, it can be hard to know how which value is the ’correct’ one
for a given application.

Yet another problem is that it can be very hard to decide whether increased
oil recovery seen on the core scale can be extrapolated to the field. Some reasons
for this can be mentioned. First, the geometric dimensions of laboratory core
samples are on the order of centimetres, which means that molecular diffusion
and capillary end effects (e.g., Fjelde et al. (2015)) can heavily influence the
observed macroscopic flow behaviour. In contrast, at the field scale, transport
tends to be dominated by advection. Second, while coreflooding experiments are
typically conducted at a limited number of flow conditions, there is much greater
variability at the field, where flow rates experienced by the reservoir fluids will
change significantly as a function of space and time. Also, the injected water is
usually colder than the resident formation water, which means that temperature
gradients will be established within the reservoir. Since temperature affects
chemical reaction rates, it could impact oil recovery in a non-negligible manner.
Third, there is still considerable uncertainty as to the exact working mechanisms
of several proposed EOR methods; even at the core scale. When this is the case,
predictive accuracy is hampered not only by insufficient and/or inaccurate input
data, but additionally by the fact that the underlying mathematical framework
of the model is deficient. Fourth, for any given mathematical approach there will
be numerical errors arising from the choice of algorithm used to approximately
solve the governing equations of the model.

With regard to the third point raised above, there seems to be a clear need
for improved mechanistic models that can explain reported laboratory findings.
To achieve this, simulation models exploring interactions between porous media
transport and aqueous geochemistry have received increasing attention during
the last decade (see, e.g., Evje et al. (2010), Evje et al. (2009), Hiorth et al.
(2013), Kazemi Nia Korrani et al. (2013), Kazemi Nia Korrani et al. (2016),
Madland et al. (2011), and Omekeh et al. (2012)). The development of these
models have been motivated by experimental work indicating that the ionic
composition of the brine can greatly influence the oil production. In particular,
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Background and motivation

it has been observed that desalination of sea water before injection into the
reservoir can have beneficial consequences (Al-Shalabi et al. 2016). Still, results
have not always been consistent, and the precise mechanisms responsible for the
observations are unclear.

Another important area of research concerns the use of non-Newtonian
polymer solutions for oil recovery, so-called polymer flooding (Sorbie 1991).
It was decided relatively early that the main focus of the thesis work should
be on this particular technology. There are several reasons for focusing on
polymer flooding at the present moment in time. First and foremost, the
method has been investigated for a long time (Chang 1978; Sandiford 1964),
and is therefore regarded as a mature technology with a well understood EOR
mechanism (Lake 1989; Seright 2017; Sorbie 1991). Several successful field pilots
have been performed, in different countries, and with promising results1. Long
term polymer injection has been initiated at multiple onshore fields, most notably
at the Daqing oil field in China. Reports from this field have been positive,
suggesting an amount of incremental oil due to polymer flooding in the range
of 5-15 % (Dong et al. 2008; Wang et al. 2002; Wang et al. 2009; Wang et al.
2008). On the other hand, the method has been applied almost exclusively in
onshore reservoirs (Saboorian-Jooybari et al. 2015; Sheng et al. 2015; Standnes
et al. 2014). More work should be done to understand how it may potentially
be applied in an offshore setting as well.

Despite the long term interest in applying polymers for EOR, there are still
many unresolved scientific questions. The flow of polymers in porous media
is extremely complex, and a variety of physical phenomena may need to be
captured in the mathematical models used to explain experimental data. While
the relevant mechanisms seen on the core scale have been explored to some extent
by previous researchers (e.g. Bondor et al. (1972), Delshad et al. (2008), Masuda
et al. (1992), Pope et al. (1978), Pope et al. (2000), and Sorbie et al. (1987)),
not all of them have been adequately addressed. In particular, few models for
polymer mechanical degradation have been reported in the literature.

During the last few years, there seems to have been a resurgence of interest
in the method. As examples of this, one could mention the testing of polymer
flooding offshore at the Dalia field in Angola (Morel et al. 2015), the planned
polymer pilot at the Johan Sverdrup field (Johan Sverdrup-Polymer 2018), as
well as the establishment of a task force to create a polymer EOR strategy for the
British sector (Oil & Gas Authority 2017a). Polymer flooding has been selected
as one of the main technologies to investigate in the National IOR Centre of
Norway (NIORC). Recently, researchers from Imperial College (London) were
commissioned by the Norwegian Petroleum Directorate (NPD) to evaluate the
potential for application of EOR at 27 of the largest oil fields on the NCS.
Of the 13 EOR methods that were considered, a combination of low salinity
waterflooding and polymer flooding received the highest overall score for technical
potential (Norwegian Petroleum Directorate 2017).

1For some recent examples see, e.g., Chiotoroiu et al. (2017), Delamaide et al. (2016),
Delamaide et al. (2014), and Al-saadi et al. (2012).

3



1. Introduction

To evaluate the practical utility of polymer flooding offshore, it is paramount
that improved simulation models be developed, and are compared with experi-
mental data.

1.2 Research aims and objectives

The present thesis seeks to make a contribution towards better predictive mod-
elling of polymer flooding. A first step in this regard is to improve upon models
for single phase polymer flow at the core scale. A next step is to consider
behaviour in a small sector model at the field scale.

Simulations have been performed using the software IORCoreSim (Lohne
2018). Recently, a comprehensive polymer model was implemented into this code
(Lohne et al. 2017; Nødland et al. 2016), and the thesis work has largely revolved
around the testing and further refinement of the IORCoreSim polymer model.
Particular attention has been placed on understanding how the phenomena of
apparent shear thickening and mechanical degradation may impact the flow
resistance of polymer solutions flooded through porous rocks. However, to fully
describe flow at the core scale, additional mechanisms have been found necessary
to include as well.

1.3 Organization of thesis

The thesis consists of two parts. The second part includes six publications
(ordered chronologically): three conference papers, one published journal arti-
cle, one paper resubmitted to a journal following major revision, and one in
preparation for journal submission.

The first part of the thesis is structured as follows:

• Chapter 2 presents basic background knowledge on polymers and reviews
their possible working mechanisms as EOR agents. Challenges with respect
to field implementation of polymer flooding are discussed.

• The topic of polymer (bulk) rheology is introduced, very briefly, in Chap-
ter 3.

• Chapter 4 supplements the previous two chapters by providing more
in-depth information about polymer behaviour in porous media. In par-
ticular, an attempt has been made to put the apparent shear thickening
phenomenon in a broader context.

• Chapter 5 gives a taste for the kind of mathematics needed to develop
reservoir simulators. Selected aspects of the theory are reviewed more fully
than others, such as the classical fractional flow theory that are commonly
found in textbooks on reservoir engineering. An overview of the particular
simulation approach taken in IORCoreSim is given.

4
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• Chapter 6 contains summaries of the individual articles presented in the
second part of the thesis.

• The first part is rounded off in Chapter 7, by taking a step back and
looking at the ’bigger picture’. Some possible avenues for future research
are suggested.
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Chapter 2

Polymer flooding: Background and
challenges

Polymers are macromolecules, large molecules composed of many repeating
subunits (monomers), which are often connected to each other by covalent
chemical bonds (Colby et al. 2003). The name polymer stems from ancient Greek
and literally means many parts. They are ubiquitous in nature, and examples
that should be familiar to everyone are biological polymers found within the cell
of every known living organism, such as DNA molecules and proteins. Synthetic
polymers are also indispensable, being used in a vast number of products common
to everyday life (e.g., plastics).

The number of monomers in a single polymer chain can be extremely large;
a value on the order of 105 or beyond is not uncommon, even for man-made
products (De Gennes 1979). Because of this fact, a large variety of conformational
structures can be exhibited by these molecules when they are dissolved in an
aqueous solution, and it gives rise to flow properties unlike those of fluids
composed of smaller particles. Clearly, the flow behaviour will be influenced
by the specific chemical structure of the polymer as well, through its impact
on possible polymer-polymer and polymer-solvent interactions. Furthermore,
when polymer solutions are flooded through a porous rock, the situation is made
more complex still, because then the polymer can react with the rock in several
interesting ways.

That said, after more than 50 years of studies (Saboorian-Jooybari et al. 2015;
Standnes et al. 2014), the macroscopic effect most relevant for oil recovery seems
well understood: Polymers work as mobility control agents. By adding large
water-soluble polymer molecules to the injection brine, the flow resistance of the
water is increased, thereby lowering the mobility ratio between the displacing
aqueous phase and the displaced oil phase, which can result in an enhanced
sweep of the reservoir. Water mobility reduction is achieved primarily through an
increase in the apparent viscosity of the polymer solution (chapter 4). However, if
polymer retention inside the rock is significant, associated permeability reduction
will contribute in the same direction.

It is the goal of section 2.1 of this chapter to elaborate on how polymer
flooding may enhance oil recovery. Only the big picture will be addressed, and
in subsequent parts of the thesis the main focus will be on polymer behaviour in
1-phase flow 1. In section 2.2, the most commonly applied EOR polymers are
introduced, along with a short mention of some recent developments. Finally, in

1For further details on multiphase polymer floods, several excellent textbooks are available,
e.g., Lake (1989), Sheng (2010), and Sorbie (1991).
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2. Polymer flooding: Background and challenges

section 2.3, practical challenges associated with implementing a polymer flood
at the field scale will be reviewed.

2.1 Proposed working mechanisms of polymer flooding

The ultimate goal of any EOR process is to increase the oil recovery factor,
beyond that which could be obtained with conventional methods such as plain
waterflooding. One way to achieve this is to mobilize oil that has been trapped
by capillary forces, to lower the residual oil saturation Sor. The fluid flow in the
reservoir is governed by a combination of viscous, capillary, and gravity forces.
At the pore scale, capillary forces tend to dominate, and oil may be trapped in
the form of, e.g., disconnected clusters (ganglia) surrounded by water (Blunt
2017; Dullien 1992). To mobilize immobile oil, the balance between viscous
and capillary forces needs to be adjusted. This balance can be quantified by a
dimensionless capillary number, often defined as (Blunt 2017)

Nc = uµ

σ
, (2.1)

where u is the (Darcy) velocity of the injected phase, µ is fluid viscosity,
and σ is the interfacial tension between the displacing and displaced phases.
For standard waterflooding conditions, the value of Nc is very low, Nc ∼ 10−6

(Sorbie 1991). Although variations between different lithologies have been found,
it is generally accepted that the capillary number must be increased by several
orders of magnitude in order to mobilize previously trapped oil (Lenormand et al.
1988; Morrow et al. 1988). Accordingly, while adding polymers to the injection
brine will enhance the magnitude of the viscous forces, the resulting increase is
regarded as too small to lower Sor (Sorbie 1991).

Recently it has been argued that the elastic nature of certain synthetic
polymer solutions can be used to mobilize previously immobile oil (e.g., Clarke
et al. (2016), Qi et al. (2017), and Wang et al. (2000)). However, the precise
mechanisms by which this is thought to occur are not well understood. It is also
unclear whether such observations are relevant to consider at most practical field
conditions (Vermolen et al. 2014).

Another possibility is to speed up the oil production. Frequently during
water injection, substantial volumes of mobile oil are bypassed. This can be
the consequence of large scale heterogeneities that are present in the formation,
which may lead to stratification and channeling of the reservoir fluids (Sorbie
1991). Poor recovery may also occur when fractures are opened up near injectors
(Dyes et al. 1958). Unstable displacements can be a problem even in relatively
homogeneous reservoirs, because of the phenomenon known as viscous fingering
(Homsy 1987). Viscous fingering refers to the formation and development of
instabilities at the interface between two fluids, and it is known to happen when
a low viscosity fluid is injected to displace a fluid of higher flow resistance. As
such, it is a big concern when waterflooding very viscous oil reservoirs.

To summarize, the main challenge with waterflooding is that the oil recovery
process quickly becomes very inefficient, because the water tends to move along
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Proposed working mechanisms of polymer flooding

paths of ’least resistance’ from injector to producer (Craig 1971). One way to
accelerate production, and thus make the process more profitable, is to lower
the mobility of the injected water phase (section 2.1.1). Traditionally, this has
been the main rationale for considering polymer flooding as an EOR method
(Sorbie 1991).

2.1.1 Oil recovery factor and the mobility ratio concept

To understand how the addition of polymers may improve reservoir sweep, a
few more concepts need to be introduced. The total oil recovery factor EO is
here defined as the amount of oil recovered, divided by the original (estimated)
amount of oil in place (OOIP). It is common to decompose the recovery factor
into a product,

EO = ED · EV , (2.2)

where ED is the linear displacement efficiency, and EV is the volumetric
sweep efficiency (Craig 1971; Lake 1989). The former factor describes the fraction
of oil produced from the pores invaded by the injection brine, while EV is ratio
of the contacted oil to OOIP. The volumetric sweep efficiency can be further
decomposed into areal and vertical sweep efficiencies EA and EZ , so that

EO = ED · EA · EZ . (2.3)

However, it should be remarked that these factors are interdependent, and
can thus be hard to tease apart (Lake 1989). For a linear 1D core flood, in which
all of the mobile oil comes into contact with the brine, the recovery factor is given
by ED. In such a situation, Buckley-Leverett theory (Buckley et al. 1942; Welge
1952) can be applied to gain a good understanding of how polymer flooding
will affect recovery. In the classical case, the immiscible flow of water and oil is
considered, and gravity and capillary pressure effects are neglected, which makes
recovery a function of time and fluid mobilities only (see description provided in
Chapter 5, e.g., Eq. (5.16)). The increased oil production induced by polymer
flooding can then be interpreted as a consequence of a rightward shift in the
fractional flow curve. That is, recovery is enhanced because of a higher water
front saturation moving through the system, which results in a delayed onset
of excessively high water cuts. In the theoretical limit of an infinite injection
period, the final oil production would be the same during polymer flooding as for
ordinary waterflooding, yet as a practical matter, the addition of polymers can
make it economically feasible to extract more of the mobile oil within a realistic
time window.

An illustration of this mechanism is provided in figure 2.1. In the figure, the
endpoint mobility ratio 2

2In general when attempting to correlate mobility ratio and sweep efficiency, the endpoint
values would not be used, see, e.g., discussions in Lake (1989) and Sheng (2010).
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2. Polymer flooding: Background and challenges

M? = µok
?
rw

µwk?ro
, (2.4)

was varied by changing the viscosity ratio between water and oil. For a given
choice of M?, the red stars represent the front saturation and the average water
saturation at time of breakthrough, as obtained from the Welge tangent method
(Welge 1952). In this example case, it is clear that by increasing µw, significantly
more oil will be produced during the first pore volume of injection. As is further
seen from figure 2.1, for applications in which the mobility ratio is already low,
the linear displacement efficiency can be quite high; it is not uncommon that ED
is in the range 50-80 % (Lake 1989). Nevertheless, because the total oil recovery
is a product of both ED and EV , field scale recovery factors tend to be much
lower than this (Muggeridge et al. 2014).

It should be remarked that for polymer flooding, the situation is somewhat
more complicated than in the classical Buckley-Leverett theory, even when
all simplifying assumptions are retained concerning no gravity, capillarity etc.
During polymer flooding, a secondary shock front in the water saturation will
tend to form, and the standard Buckley-Leverett analysis has to be slightly
modified (Patton et al. 1971; Pope 1980). Furthermore, when adsorption is
significant, consequent permeability reduction effects will lower the water mobility
beyond the reduction caused by the viscosity change. If degradation is also
occurring, the polymer properties might be spatially varying from inlet to outlet
in a non-negligible manner 3 (Åsen et al. 2018).

0.0 0.2 0.4 0.6 0.8 1.0
Water saturation

0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
na

l f
lo
w

M⋆⋆10.0
M⋆⋆1.0
M⋆⋆0.1

0.0 0.2 0.4 0.6 0.8 1.0
Pore volumes injected

0

20

40

60

80

100

Oi
l r
ec

ov
er
y 
[%

 O
OI
P]

M⋆⋆10.0
M⋆⋆1.0
M⋆⋆0.1

Figure 2.1: Left plot: Example of how increasing the viscosity ratio between
water and oil can affect a fractional flow curve. Here, relative permeabilities
were calculated using modified Brooks-Corey (power-law) functions, and the
viscosities were chosen so as to obtain endpoint mobility ratios of respectively,
M? = 10, 1, and 0.1. Right plot: Corresponding oil recovery factors versus time.

Under ideal circumstances, polymer flooding can also be applied to combat
poor volumetric sweep. For instance, lowering the mobility of the displacing water

3A short exploration of possible length effects of mechanical degradation is provided in
Paper [V].
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can help to increase areal sweep (Aronofsky 1952; Dyes et al. 1954; Sorbie 1991).
This can happen both as a result of increasing the local displacement efficiency,
by the same mechanism as described above, and by suppressing viscous fingering
(Lake 1989). In terms of actual field implementation, continuous polymer
injection is usually regarded as too expensive, and it is common to inject a finite
amount of polymer into the reservoir, followed by a period of water injection.
Then, it is vital that the injected polymer volume is sufficiently large, so that
the chase water does not finger excessively into the polymer slug, and ends up
ruining the economics of the project. For very heterogeneous formations, yet
another way of increasing EV can come about as a result of re-distributing the
fluids between adjacent geological layers. Specifically, by lowering the mobility
of the injection brine, more water can be diverted into low permeability zones,
thus contacting more of the oil, and delaying water breakthrough (Seright et al.
2012).

It should be kept in mind that, compared with the linear displacement
efficiency, EV is much harder to quantify. In addition to the determinants of ED,
volumetric sweep is influenced by a myriad of factors, such as rock heterogeneity
(areal and vertical), well pattern and well spacing, initial saturation distributions,
and gravitational segregation of fluids (i.e., fluid densities) (Lake 1989). For
polymer flooding in particular, effects of polymer degradation processes and the
non-Newtonian fluid rheology will further complicate matters. Because of this,
it is not straightforward to understand how a given polymer injection strategy
will influence oil recovery at the field, which highlights the need for simulation
studies to investigate different scenarios. For instance, injection of shear thinning
fluids into very heterogeneous formations will exacerbate channeling tendencies
already present, or might induce flow instabilities, and can thus in practice be
detrimental for the oil recovery potential (Al-Sofi et al. 2009).

2.2 Description of EOR polymers

Historically speaking, the two most common polymer types considered for
EOR are a) the biopolymer xanthan, produced through fermentation by micro-
organisms, and b) synthetic polymers based on the polyacrylamide (PAM)
molecule, mostly partially hydrolyzed polyacrylamide (HPAM) (Sorbie 1991).
Both xanthan and HPAM are polyelectrolytes, meaning that they contain ion-
izable groups along the polymer chain backbone. However, while biopolymers
tend to exhibit a rigid rod conformation when dissolved in aqueous solutions,
HPAM molecules are random coil polymers.

In recent years, a new class of polymers has started to attract the attention
of researchers, the so-called associative polymers (Taylor et al. 1998). These
polymers are hydrophilic long-chain molecules that contain a small number of
hydrophobic groups randomly distributed along the polymer chain backbone.
When dissolved in water, the hydrophobic groups will tend to aggregate and
may form, e.g., three-dimensional networks, which results in a complex flow
behaviour. However, this work considers synthetic polymers that are not of the
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associative type, mainly HPAM. The chemical structure of HPAM is depicted in
figure 2.2.

CH2 CH
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Figure 2.2: Structure of HPAM molecule. The fraction x of carboxyl acid groups
is known as the degree of hydrolysis. When dissolved in water, protons may be
released, giving carboxylate ions (COO−).

In Paper [VI], a co-polymer of acrylamide and ATBS (Acrylamido Tertiary-
Butyl Sulfonic acid) was employed to study polymer flow in a dual porosity
medium. This type of polymer is known to be less prone to mechanical degrada-
tion than HPAM, as well as being more tolerant towards both temperature and
reservoir salinity (Stavland et al. 2013; Thomas et al. 2012). However, it is also
more costly to manufacture.

2.3 Practical challenges for field scale polymer flooding

As mentioned in the introduction, polymer flooding has rarely been implemented
offshore. The reasons for this are multifactorial, but obviously heavily dependent
on platform logistics (Delamaide et al. 2015). One significant hurdle can simply
be the space requirements. For field scale polymer floods, huge volumes of
polymer solution have to be injected into the reservoir to ensure an efficient
displacement. This polymer has to be stored at, or near, the oil platform. To
obtain the desired fluid properties, the polymer solutions need to be adequately
handled and prepared before injection, which places even further demands
on personnel and platform infrastructure. Commonly, synthetic polymers are
supplied in powder form, but they can also be shipped in the liquid state as
emulsions (Jouenne et al. 2016). Naturally, more prosaic economic concerns have
to be factored into the equation as well, e.g., the cost of buying and transporting
the chemicals, as well as the influence of general driving forces such as tax rates
and crude oil prices on petroleum investment activities.

Environmental sustainability is a big concern when it comes to field im-
plementation of polymer flooding, particularly the question of how to handle
back-produced polymer. Currently, many EOR polymers are listed as red chem-
icals in Norwegian regulations, meaning that they are only to be used if they
are deemed necessary for technical and safety reasons. This is because of the
many uncertainties regarding their impact on the marine environment when
discharged into the sea. In general, all chemicals used for petroleum production
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Practical challenges for field scale polymer flooding

have to be tested for ecotoxological properties, such as their biodegradability
or acute toxicity (Petroleum Safety Authority Norway 2018, Section 62). The
conventional solution to the problem of back-produced polymer is to inject the
polymer back into the reservoir, but this poses its own set of challenges, e.g., with
regard to requirements for water treatment plants and surrounding technology.
Clearly, such demands increase the cost of the operations and, in any event, it
may not be practically possible to prevent some of the chemicals from leaking
into the sea.

Yet another potential show stopper is the issue of well injectivity (Glasbergen
et al. 2015). Injecting very viscous fluids may place undue restrictions on the
well pressures needed to operate at economic injection rates, and for synthetic
polymer types that exhibit dilatant behaviour in the near well zone (apparent
shear thickening), this is an especially salient concern. Though a continuing
worry, practical experience from both onshore and offshore fields have frequently
revealed better injectivity than feared beforehand. In many cases, the explanation
seems to be that polymer injection was performed under fracturing conditions
(Clemens et al. 2013; Manichand et al. 2013; Seright et al. 2008).

An important difference from the case of onshore reservoirs has to do with
the cost and placement of wells. First, offshore wells are much more expensive
that their onshore counterparts. Second, well spacings are significantly larger
in the offshore setting; often on the order of several hundred metres to a few
kilometres. The residence time of the polymer in the reservoir will therefore
increase substantially compared with the case of onshore polymer flooding, which
impacts the project economics by requiring large capital investments a long time
before results can be expected to be seen.

Large residence times also raise concerns about the stability of the polymer
molecules in the reservoir. It is well documented that EOR polymers can be
very susceptible to various forms of degradation (Sorbie 1991). For instance, at
lower temperatures, biopolymers are particularly prone to molecular breakdown
as a result of bacterial attacks (Bragg et al. 1983; Hou et al. 1986). To mitigate
this, biocides may be added to the injection brine. On the other hand, synthetic
polymer molecules seem to be much more resistant towards microbial degradation.
The low biodegradability of HPAM molecules is a major reason why it has earned
the status of a red chemical in Norwegian legislation.

The viscosifying potential of a polymer solution can also be impeded by
chemical and thermal degradation processes. In the short term, the presence
of contaminants may lead to rapid oxidative degradation of the polymer chain
backbone. For example, studies have consistently revealed that even small
amounts of dissolved oxygen present in the water can lead to significant reduction
in polymer solution viscosity (e.g., (Levitt et al. 2011b; Yang et al. 1985)). The
degradation is probably not caused by the oxygen itself, but by the presence other
agents, e.g., ferrous iron Fe2+ (Knight 1973). When oxygen is present, very low
concentrations of iron may lead to rapid chain scission, even at low temperatures.
The concentrations of alkaline species such as carbonate and bicarbonate have
also been shown to influence the chemical stability of polymer solutions, although
the precise mechanisms are unclear (Levitt et al. 2011b). The most important
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action to prevent oxidative degradation is to ensure low amounts of oxygen in
the injection facilities, and near the injector as the polymer enters the formation
(Seright et al. 2010). One way to do this is to add oxygen scavengers to the
injected water. However, care has to be taken when preparing the solutions
because certain combinations of chemicals (e.g., certain combinations of biocides
and oxygen scavengers) may actually increase the chemical degradation (Shupe
1981).

On longer timescales, spontaneous hydrolysis reactions might become a major
problem, particularly in brines where the divalent ion content is high, and at
elevated temperatures (Levitt et al. 2011a; Ryles 1988). Several properties of
the polymer solution may be affected by increased hydrolysis, e.g., polymer
adsorption levels and tolerance to shear forces (Sorbie 1991). Some degree of
hydrolysis seems beneficial (Stavland et al. 2010), but as the process continues,
the net effect of continued hydrolysis is detrimental for the EOR potential. In
extreme cases, a cloud point is reached, and the polymer molecules will precipitate
out of solution (Davison et al. 1982; Moradi-Araghi et al. 1987). Studies have
revealed the effect of various divalent ions to be different; for example, the
presence of calcium ions has more of an adverse impact than magnesium ions
(Ryles 1988). Although clearly important for field scale implementation of
polymer floods, the issues of chemical and thermal degradation have not been
investigated in the present work, and will not be mentioned further.

Another form of degradation, which mainly poses a threat when employing
synthetic, high molecular weight polymer types, is mechanical degradation
(Zaitoun et al. 2012). This term refers to the breakdown of covalent bonds
along the polymer chain backbone as a consequence of large mechanical stresses
being applied to the molecules. To limit the extent of mechanical degradation,
it is critical to select the proper polymer injection facilities. Otherwise, severe
degradation can occur during polymer solution mixing, and in inside equipment
such as chokes and valves (Stavland et al. 2016). In the reservoir, it is primarily
an issue in the near well regions, where the flow rates are highest. If mechanical
degradation occurs, it will improve the well injectivity, albeit at the cost of a
permanent reduction in the flow resistance of the polymer solution. This was
exemplified by results from the recent polymer pilot at the Dalia field in offshore
Angola (Morel et al. 2015). After polymer injection had been conducted for
some time, sampling of fluids downstream of the injector revealed a severe loss
in low shear bulk viscosity, which was attributed to degradation close to the
sandface. The topic of mechanical degradation has been a major focus of the
work done in this thesis.

Before closing the chapter it is noted that, though degradation is mostly
regarded as negative, it could be envisaged to have some positive consequences
as well. For instance, it could be argued that as long as the injected polymer
achieves its designated purpose to enhance the displacement efficiency, some
degradation within the reservoir could mitigate challenges associated with back
produced polymer (Al Kalbani et al. 2014).

14



Chapter 3

Bulk rheology of polymer
solutions
Rheology is the study of flow and deformation (Macosko et al. 1994). An
important distinction is made between fluids that are Newtonian, and fluids that
are not.

3.1 Newtonian fluids

Water and oil can be regarded as Newtonian fluids, which means that at a
given pressure and temperature, there is a linear relationship between stress
and rate-of-strain. This is expressed by Newton’s law of viscosity, generally
formulated as a tensor equation as 1

τ = −η · γ̇ . (3.1)

in which τ is the stress tensor, γ̇ is the rate-of-strain tensor, and the constant
of proportionality η is known as the viscosity. The rate-of-strain tensor can be
written in terms of the velocity gradient tensor ∇v as

γ̇ = ∇v +∇v† , (3.2)

with the magnitude of the tensor being known as the shear rate, γ̇. In simple
shear flow, the viscosity is related to shear stress τ = τxy and shear rate via

τ = τxy = −η · dvx
dy

= −η · γ̇ . (3.3)

Bulk flow of a Newtonian incompressible fluid can be described mathemati-
cally by the continuity equation (conservation of mass)

∇ · v = 0 , (3.4)

together with the celebrated Navier-Stokes equations, derived from Newton’s
second law of motion by applying a momentum balance to an infinitesimal fluid
element. In tensor notation, these equations can be written as (Bird et al. 1977)

ρ
Dv
Dt
≡ ρ∂v

∂t
+ ρv · ∇v = −∇ · pI −∇ · τ + ρf , (3.5)

in which ρ is the fluid density, f is a body force acting on the fluid (e.g.,
gravity), v is fluid velocity, pI is pressure, and τ is given by Eq. (3.1).

1Here, the sign convention employed by Bird et al. (1977) is used.

15



3. Bulk rheology of polymer solutions

3.2 Non-Newtonian fluids

In contrast with the case of water and oil, polymer solutions cannot usually
be described by a single viscosity value (Bird et al. 1977). To account for this
non-Newtonian behaviour, it is common to modify Eq. (3.1) by making the
viscosity term shear dependent. If this approach is taken, a suitable functional
relationship between η and γ̇ needs to be established. Generally, a proposed
mathematical relationship between stress and rate of deformation is referred to
as a constitutive relation.

The flow properties of polymer solutions can be characterized mathematically
through the measurement of various material functions. The most commonly
reported such function is the steady shear viscosity, hereby referred to simply as
the (bulk) viscosity of the solution. Two standard ways to measure this quantity
are by using 1) a cone-and-plate rheometer, or 2) a capillary tube rheometer.

3.3 Apparent shear thinning of EOR polymer solutions

For EOR polymers, the most frequently observed deviation from Newton’s law
of viscosity is apparent shear thinning, i.e., the trend of a declining viscosity
with increasing shear rate. This is the case for both synthetic and biological
polymer types, though the magnitude of the effect is expected to be greater for
polymers which exhibit a rigid rod structure (Sorbie 1991). An illustration of
shear thinning is provided in figure 3.1, which shows cone-and-plate rheometer
data for an HPAM polymer dissolved in a synthetic sea-water (SSW) brine,
at two different polymer concentrations. The displayed viscosity curves are
typical for these polymers: a relatively constant plateau is observed at low shear
rates (Newtonian flow regime), followed by a marked decrease in viscosity with
increasing levels of shear (shear thinning flow regime).

Physically, shear thinning is thought to arise as a consequence of the polymer
molecules aligning in the direction of the flow field. As shear rates increase, the
molecules are exposed to drag forces sufficiently large so as to overcome the
entropic Brownian motion, which results in less frictional interaction between
particles in the solution. Though it is by no means clear how to link microscopic
behaviour to the measured macroscopic material functions, qualitatively this
picture seems to be supported by recent experimental and theoretical devel-
opments within the field of polymer science. For instance, the behaviour of
individual DNA polymers in steady shear flow has been probed by video flu-
orescence microscopy methods, as well as by Brownian dynamics simulations
(Shaqfeh 2005; Smith et al. 1999). Several such studies have investigated the
end-over-end tumbling motion of polymeric particles, which is the net result of
advective processes in the flow direction, and diffusion in the gradient direction
(Schroeder et al. 2005). Based on statistics of polymer conformation in shear
flow it has been found that, on average, the polymer molecules spend most of
the time being positively aligned with the velocity field, and that the degree
of alignment increases at higher shear rates. However, due to the interplay
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Figure 3.1: Example of polymer bulk viscosity measured in a rotational cone-
and-plate rheometer (Anton Paar Physica MCR301). The polymer used was an
HPAM 3630S, manufactured by SNF. The ionic composition of the SSW brine
can be found in, e.g., Table 3 of Paper [IV].

between the rotational component of the flow field and thermal fluctuations, the
molecules tend to flip over every now and then, and will possibly experience a
sequence of intermediate states, before again becoming positively oriented along
the flow field (figure 3.2).

Figure 3.2: Illustration of the end-over-end tumbling of a model dumbbell
polymer. According to Teixeira et al. (2005), this tumbling process can be
summarized as a cycle consisting of four phases (ignoring possible re-coiling and
re-stretching events): stretch, align, flip, and collapse. The figure is a slightly
adapted version of Fig.13 from Teixeira et al. (2005).

Note that for the highest shear rates included in figure 3.1, there seems to be
a sudden increase in viscosity. It is known that various experimental artifacts can
lead to an erroneous characterization of the solution rheology, particularly at low
and high shear rates (Ewoldt et al. 2015; Macosko et al. 1994; Walters 1980). For
a cone-and-plate apparatus, the steady shear viscosity scales linearly with the
torque T on the stationary plate of the rheometer (Macosko et al. 1994). Thus,
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if the torque is overestimated, apparent shear thickening behaviour (section 4.2)
will be falsely suggested.

Inaccuracies in rheometer data may be due to insufficient instrument resolu-
tion, e.g., when applying torques lower than the specified minimum value for a
given instrument. Errors will also arise if inertial flow effects are significant, or
in the presence of notable end or edge effects, because such occurrences violate
the mathematical assumptions used to derive the viscosity. Recently, it has
additionally been suggested that secondary flows may form in rheometers at
high shear rates as a result of elastic instabilities (Howe et al. 2015).
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Chapter 4

Polymer rheology in porous media
For water flowing through a porous rock sample, the equation most frequently
used to relate volumetric flow rate Q and pressure drop ∆P is Darcy’s law.
When neglecting gravity, and assuming constant rock and fluid properties, it
becomes

Q = kA

ηs
· ∆P
L

, (4.1)

where L is the length of the sample, A is the cross-sectional area, ηs is the
water (solvent) viscosity, and k is the absolute permeability of the rock. For
non-Newtonian fluids, Eq. (4.1) does not apply, and the relation between Q and
∆P is non-linear. Two examples of this, based on data reported by Stavland
et al. (2010), are provided in figure 4.1. The left plot shows experimental
pressure drops 1 for an HPAM polymer dissolved in SSW, while the right
plot is for a biopolymer solution. Significant non-linearity is observed in both
cases. Note that the recorded y-axis values shown in the figure are not directly
comparable, because of varying permeability and polymer concentration in the
two experiments. However, even when correcting for this, it seems clear that the
magnitude of ∆P will be significantly larger for the HPAM polymer than for
the biopolymer, at higher flow rates. Also, the left curve in figure 4.1 has an
inflection point, which is not the case for the biopolymer solution curve (within
experimental error).

As reservoir simulators are almost exclusively based on the the Darcean
approach, it becomes necessary to operate with the concept of an apparent, or
in-situ, viscosity (Sorbie 1991). For a given combination of flow rate and pressure
drop ∆P , Eq. (4.1) is inverted to yield

ηapp = kpA

L
· ∆P
Q

, (4.2)

in which kp denotes the effective permeability for polymer flow. Because of
possible polymer retention within the core, kp may be lower than the permeability
k estimated during waterflooding. Experimentally, it is found by performing a
post-polymer waterflood and re-estimating the water permeability. Implicit in
this procedure is the assumption that the permeability during polymer flooding
is the same as the permeability to water after polymer flooding. The amount
of permeability reduction after a polymer coreflood can be quantified with the
residual resistance factor (Jennings et al. 1971):

RRF = k

kp
. (4.3)

1Both cylindrical cores had a length L ≈ 7 cm, and the diameter was d ≈ 3.8 cm.
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Figure 4.1: Left plot: Measured steady-state ∆P across a 721.7 mD Berea
sandstone rock sample, when an HPAM polymer diluted in SSW was flooded
through the core (scatter points). The blue dashed line shows theoretical values
obtained from Darcy’s law when no polymer is assumed present.
Right plot: Steady-state ∆P measured across a 414.5 mD Berea sandstone core
sample, for a xanthan biopolymer solution.

Another useful construct is the mobility reduction factor, or resistance
factor. As the name implies, it is the ratio of mobility to water divided by
the corresponding mobility to polymer. For polymer flooding and waterflooding
conducted at the same flow rate, the steady-state resistance factor becomes

RF = ∆P
∆Pw

, (4.4)

where ∆P = ∆Ppol is the steady-state pressure drop during polymer flood-
ing, and ∆Pw is the corresponding value for water. By combining the above
definitions, it is seen that the mathematical relationship between RF and ηapp is

RF = ηapp
ηs
·RRF . (4.5)

The data from figure 4.1 is replotted as resistance factor versus flow rate in
figure 4.2. Now, the differences between the HPAM and the xanthan polymer
become even clearer. The biopolymer seems to follow the same trend as it
does in a lab rheometer, i.e., lower RF with increasing flow rate (apparent
shear thinning). On the other hand, the data for the HPAM polymer is more
complicated, and seems to evince a combination of (slightly) apparent shear
thinning and apparent shear thickening behaviour. The latter term refers to
the opposite trend to the one described previously, i.e., to a flow resistance that
increases with increasing rate. Understandably, the large resistance factors seen
in the left plot may lead to concerns about well injectivity if such fluids are to be
injected into reservoirs offshore, because relatively large flow rates are required
to sustain an economical operation at the field. However, as is also evident from
figure 4.2, RF seems to reach a maximum point, after which there is a decline
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with further increase in rate. This is attributed to mechanical degradation of
the polymer molecules (section 4.3).
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Figure 4.2: Left plot: Experimental resistance factors for an HPAM polymer
solution flooded through a 721.7 mD Berea sandstone core sample.
Right plot: Resistance factors for a xanthan biopolymer in a 414.5 mD Berea
sandstone.

4.1 Correlating bulk and in-situ polymer behaviour

Inside a rock, the tortuous structure of the pore network leads to the estab-
lishment of a complicated flow pattern, characterized by different local flow
regimes (figure 4.3). As a consequence, and in contrast with typical experiments
conducted in much simpler geometries, this leads to a mixed flow field with both
shearing and elongational components, that vary from point to point in space in
a highly non-trivial manner. While shearing forces tend to dominate close to the
walls of a mineral surface, conditions approximating pure extensional flow may
occur elsewhere, e.g., near stagnation points in-between neighbouring grains.
Nevertheless, as a practical matter when interpreting corefloods and simulating
polymer flooding, it is standard procedure to operate with a phenomenological
apparent viscosity ηapp, as given by Eq. (4.2). Furthermore, it is common to
correlate this term with a suitably defined apparent shear rate in porous media
γ̇pm, as well as to compare the resulting ηapp-γ̇pm relationship with corresponding
bulk shear viscosity curves measured in a rheometer.

In the literature, proposed expressions for γ̇pm have almost invariably been
based on the capillary bundle model of the porous medium, which makes the
shear rate proportional to the Darcy velocity of the water phase, and inversely
proportional to the square root of the product of permeability and porosity (e.g.,
Cannella et al. (1988), Christopher et al. (1965), Teeuw et al. (1980), and Wreath
et al. (1990)). The capillary bundle approach has worked fairly well in many
practical situations, despite its known shortcomings when it comes to accurately
depicting flow in realistic porous media Sorbie (1991). This approach was also
taken in the present work, and for 1-phase flow we define:
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Figure 4.3: Visualization of flow lines in a pore scale representation of a porous
rock sample. The figure has previously been printed in Okstad (2018) and
NIORC (2018).

γ̇pm = 4αcuw√
8kφ

·
√

Rk
1− IPV0

. (4.6)

Appendix A.2 of Paper [IV] contains more details on this expression. However,
it is remarked here that αc is a correction factor used to correlate the in-situ
and bulk rheology curves (Fletcher et al. 1991; Wreath et al. 1990).

In general, there seems to be no clear consensus about the ’best way’ to
correlate bulk and in-situ polymer behaviour. The difficulty stems from the
fact that, while ηapp and γ̇pm are effective quantities defined to capture the
macroscopic flow behaviour in a particular type of geometry, the bulk shear
viscosity describes a physical property of the polymer solution in any simple
shearing flow. A priori it is not obvious why there should be a simple relationship
between the two.

22



Apparent shear thickening

4.2 Apparent shear thickening

As already indicated by figure 4.2, large molecular weight flexible polymer types
behave differently in porous media than their more rigid counterparts. This fact
is well known in the literature, and studies have repeatedly revealed enhanced
flow resistance, or apparent shear thickening, when such polymers are flooded
through cores at high flow rates (Chauveteau 1986; Heemskerk et al. 1984;
Magueur et al. 1985; Pye 1964; Smith 1970; Southwick et al. 1988; Stavland
et al. 2010).

The typical situation is further illustrated in figure 4.4. The figure shows
resistance factors versus in-situ shear rate (Eq. (4.6)) for four HPAM polymers,
of different initial molecular weight, that was diluted in SSW and flooded through
successive sandstone cores at a polymer concentration of 1500 ppm. The two
portions of the total flow system are denoted by Core 1 and Core 2, respectively.
As indicated, a different permeability was estimated for each experiment, and
there was also some variation in porosity. Observe that the data points plotted
using circular markers are for the same HPAM polymer as shown in figure 3.1.
By comparing the two figures it is clear that the bulk and in-situ rheologies differ
markedly for this polymer.

At low shear rates, both plots in figure 4.4 indicate that the core resistance
factor may be approximately constant or, possibly exhibit shear thinning be-
haviour. However, as was the case in figure 4.2, there seems to be a critical
rate beyond which the flow resistance increases dramatically, and hence also the
apparent viscosity. Moreover, when plotting RF versus shear rate, the critical
rate is lower for higher molecular weight polymers.
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Figure 4.4: Resistance factors versus in-situ shear rate, for 4 different HPAM
polymers, of differing initial molecular weight, flooded through successive sand-
stone cores (experimental data from Stavland et al. (2010); the figure shows the
same data as in Fig. 6 of Paper [IV]). The stated initial molecular weights of the
polymers were: 5 MDa (3230S), 10 MDa (3430S), 15 MDa (3530S), and 20 MDa
(3630S).

The onset and duration of apparent shear thickening has been explained
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4. Polymer rheology in porous media

by polymer solution elasticity. In the petroleum literature, it has traditionally
been understood in terms of the notion of elongational or extensional viscosity
(e.g., Chauveteau et al. (1981a), Chauveteau (1981), and Delshad et al. (2008)).
The basic idea is that, as a flexible polymer molecule experiences high stretch
rates inside a porous medium (e.g., near pore entrances), the molecule becomes
elongated in the flow field. Given enough time, thermal motion will ensure that
the molecule again reaches an approximate equilibrium coil conformation, but if
the characteristic time scale of diffusion is longer than the time until another
extension of the molecule occurs, it may experience a state of persistent elongation
(Keller et al. 1985). The resulting build-up of stress has been thought to explain,
at least a significant part of, the macroscopic apparent shear thickening effect.
This conclusion has been bolstered by observations made in simpler geometries,
e.g., systems of capillary tubes, or membranes connected in a series. Results from
such studies have indicated a sharper dilatant effect for cases involving many
successive contractions, than when only a single flow restriction is encountered
by the polymer (Chauveteau et al. 1984a; Chauveteau 1981; Magueur et al.
1985).

In the polymer science literature, the initial elongation of a flexible polymer
molecule in stretching flows is referred to as the coil-stretch transition. For
idealized geometries, the transition is expected to occur when the product of
stretch rate and a characteristic time scale (relaxation time) of the polymer is
close to, or on the order of unity 2 (De Gennes 1974; Keller et al. 1985). This
onset condition has often been phrased in terms of a critical value of a certain
dimensionless number, such as the Deborah number or the Weissenberg number,
though the precise usage of these numbers have often been conflated (Poole
2012). Originally, the Deborah number NDe was defined as (Reiner 1964)

NDe = λ

tobs
, (4.7)

in which λ is the characteristic time scale of the polymer, and tobs is a
representative time scale of observation. For long observation times and/or small
relaxation times, NDe ≈ 0 and the solution behaves like a fluid. In the opposite
extreme, NDe → ∞ signifies solid-like behaviour. Essentially, it is a measure
of how fast rheological conditions change. On the other hand, the Weissenberg
number Wi quantifies the balance between elastic and viscous forces. For simple
shear flow, it is defined according to (Poole 2012)

Wi = λ · γ̇ . (4.8)

For the case of porous media flow, researchers have attempted to link the
onset of apparent shear thickening to a critical value of a suitably defined NDe
(e.g., Haas et al. (1982)). However, it has not been easy to generalize findings
across studies, which is probably a consequence of the complex structure of

2This is only believed to be a necessary criterion. In addition, the polymer has to experience
strain for a sufficient duration of time.
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the velocity field inside real rocks 3 (Gupta et al. 1985; Heemskerk et al. 1984).
Another confounding factor could be polymer polydispersivity. Presumably,
if the sizes of the individual molecules are very different, it would result in a
spectrum of polymer relaxation times, with a corresponding spread in rates at
which the molecules stretch. That said, it also seems likely that a relatively
narrow fraction of the molecular weight distribution (i.e., the largest molecules)
will have the most to say for the macroscopic observations.

A third complication could stem from variations in the dynamic behaviour of
macromolecules. In recent decades, by using techniques such as video fluorescence
microscopy, it has become possible to directly visualize the response of single long
chain DNA molecules subjected to flow inside microfluidic devices (Shaqfeh 2005).
The molecules in question are relatively uniform in size, which reduces difficulties
in interpretation associated with polydispersivity. Although behaving like stiff
rods at smaller scales, for sufficiently long chains these polymers act like flexible
coils. As such, they could function as useful models for flexible polymer types
in general 4. Typical experiments have been conducted in carefully constructed
flow fields, wherein the polymer is exposed to an approximately constant stretch
rate during the time of observation. Results from such studies have revealed
the dynamics of polymer stretching to be highly variable among individual
molecules, and very sensitive to the initial conditions (e.g., Perkins et al. (1997),
Perkins et al. (1999), Smith et al. (1999), and Smith et al. (1998)) A diversity of
polymer configuration types have been identified, including, but not limited to,
’dumbbells’, ’half-dumbbells’, ’kinks’, ’folds’ and ’coils’. It was observed that once
a molecule gained a particular shape, it tended to persist in this configuration
for a significant time period thereafter (Smith et al. 1998). Indeed, a substantial
number of polymer chains did not reach steady-state conditions, even at the
largest applied levels of strain, which seems to indicate that a gradual unravelling
process is representative for the average behaviour (Perkins et al. 1999; Smith
et al. 1998). On the other hand, when only considering the subset of molecules
that did reach steady-state, it was possible to delineate a sharp coil-stretch
transition, occuring at a critical Deborah number of 0.4 ±0.1 (Perkins et al. 1997;
Shaqfeh 2005; Smith et al. 1998). The wide variety of stretching behaviours seen
in the above cited experiments was coined molecular individualism by De Gennes
(1997). Similar results have been reproduced, at least qualitatively, in Brownian
dynamics simulations using different theoretical models for the polymer chain,
and are discussed at some length in a recent review by Shaqfeh (2005).

More recently, apparent shear thickening has been linked to various forms of
elastic instabilities (Howe et al. 2015; Kawale et al. 2017), e.g., elastic turbulence.
The term elastic turbulence was coined by Groisman and Sternberg, in analogy to
the well known phenomenon of inertial turbulence, which occurs for Newtonian
fluids at large Reynolds numbers, Re (Groisman et al. 2000). Inertial turbulence
is characterized by chaotic fluctuations in pressure and velocity, which can

3For a more thorough discussion than what is presented here, see Chapter 6.4 of Sorbie
(1991), as well as further references therein.

4It should be kept in mind that very large molecules are needed for the flow behaviour to
be universal, i.e., independent of chemical structure (Tree et al. 2013).

25



4. Polymer rheology in porous media

result in the formation of phenomena such as eddies and vortices. Similar
flow instabilities have been inferred to occur at very low Re, when studying
viscoelastic polymer solutions in flows with curvilinear streamlines, such as inside
specifically constructed microfluidic devices (Li et al. 2012). These instabilities
are not well understood, but are thought to be produced by the accumulation of
elastic stresses when polymer molecules are being stretched non-uniformly in the
flow field (Pakdel et al. 1996). Mathematically, a non-linearity in the equations
describing the fluid dynamics arises, because of the polymer contribution to the
total stress tensor, i.e., because of the non-linear relation between stress and the
rate-of-strain tensor.

As the above presentation should make clear, it is certainly not straightforward
to predict how processes occurring at the molecular level will affect measurements
performed at the macroscopic scale. This is especially the case for porous media
flow, in which interactions between the polymer and the rock are important.

4.3 Mechanical degradation in porous media

When large molecular weight, flexible polymers are exposed to large stresses,
polymer chain scission may occur. For example, in the vicinity of an injection
well at the field scale, shear rates on the order of 1.0× 10−4 s−1 and higher are
not uncommon. Under such conditions, a significant subset of the covalent bonds
along the polymer chain backbone may fracture, resulting in smaller molecules,
and hence in an irreversible loss of apparent viscosity (Puls et al. 2016). This
process, referred to as mechanical degradation 5, has long been recognized in
the petroleum literature (Maerker 1975; Martin 1986; Morris et al. 1978; Seright
1983; Southwick et al. 1988). A short review of work done within the more
general field of polymer science, to elucidate mechanisms of chain cleavage in
simple geometries, was provided in Paper [IV].

Signs of mechanical degradation were clearly present in the core flooding
data reported by Stavland et al. (2010). This is exemplified by the right-most
part of the left plot of figure 4.2. The figure reveals a significant reduction
in the steady-state resistance factor at high shear rates, following a period of
apparent shear thickening. Further evidence for degradation could be obtained
by collecting effluent samples, and comparing bulk shear viscosity of the resulting
samples with data from before polymer injection started. When this was done for
the investigated HPAM polymers, a reduction in effluent viscosity was observed
at high rates. Moreover, the viscosity decline correlated well with corresponding
trends in the core resistance factor (see, e.g., fig. 5 of Stavland et al. (2010)).

The presently implemented simulation model for mechanical degradation
was first presented in papers [I] and [IV], where it was applied to some of the
experiments from Stavland et al. (2010). Subsequently, it was used to study
polymer injection in radial flow at the metre scale (Papers [III] and [V]). The
IORCoreSim degradation model is also briefly presented in section 5.5.4.

5Sometimes also described by the name shear degradation.
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4.4 Inaccessible pore volume effects

When a polymer and a tracer is injected simultaneously into a core sample,
the polymer sometimes arrives earlier at the effluent than the tracer. This can
happen even in the presence of measurable polymer adsorption, which will retard
the movement of the polymer front through the core (Shah et al. 1978). The
behaviour has been understood as a consequence of polymer inaccessible pore
volume (IPV) (Dawson et al. 1972; Shah et al. 1978), i.e., because of the large
sizes of the polymer molecules in solution, which may be comparable to, or even
larger than, typical pore sizes of the rock (Sorbie 1991).

One explanation for the velocity enhancement effect can be that a substantial
fraction of the pore space is practically impenetrable to the polymer molecules,
yet available for water and ions to flow in. Although discussed in the literature
for decades, a recent series of experiments demonstrated this possibility especially
clearly. The study in question, described in papers [II] and [VI], was conducted in
glass columns packed with synthetic mesoporous silica sand that had significant
amounts of pore volume inside the grains. The intragranular pores had an
average pore size on the nanometre scale. Consequently, because the polymer
was unable to enter the smallest pores, it travelled much faster through the
medium than co-injected ions.

Another possibility is that there is an accumulation of polymer near the centre
of the pores, where flow velocities are larger than close to the rock surface. At a
fixed pressure gradient, this will cause the volumetric flux of polymer to increase,
compared to when the molecules are evenly distributed within the pores. Wall
depletion is a general phenomenon occurring in the flow of multi-phase liquids
around solid boundaries; known to occur for suspensions of large particles in
general, such as human blood (Fahraeus et al. 1931), and for emulsions with large
droplet sizes (see Barnes (1995) for an overview). It refers to the establishment
of a low vicosity layer close to the solid phase, which acts as a lubricating film
for the fluid flowing there (’apparent slip effect’).

An oft-repeated finding in reported polymer core floods, involving both
biological and synthetic polymer types, is that the in-situ apparent viscosity in
the low shear rate region may be lower than corresponding bulk viscosity values
(Chauveteau et al. 1981b; Chauveteau 1982; Chauveteau et al. 1984b; Sorbie
1990; Sorbie et al. 1991). Such observations can also be rationalized by invoking
the depletion layer concept. For example, Chauveteau (1982) proposed a simple
two-fluid model for describing the flow of polymer solutions through a cylindrical
pore. Near the walls of the pore, in an annular region of thickness δ, the effective
polymer concentration was assumed lower than in the middle portion due to
steric hindrance. That is, the probability that the centre of mass of a polymer
molecule will be at a given position is lower close to the wall than in the centre
of the pore, because of the lower degrees of freedom afforded to movement of the
molecule when it is confined by the walls. By assuming constant fluid properties
in each portion of the cylindrical model pore, Chauveteau (1982) derived an
equation for relating the apparent viscosity of total flow through the tube to
the viscosities in each region, and to the thickness of the depleted layer. The

27
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equation seemed to be able to explain the trends seen in the experimental data.
Note that, depending on the situation, several potentially competing mecha-

nisms may be responsible for wall depletion. Aside from steric hindrance, another
possibility is shear-induced migration of polymers away from the walls of the
pores (Agarwal et al. 1994). In IORCoreSim, only the former mechanism has
been considered (section 5.5.5).

4.5 Polymer retention in porous media

Polymer retention, particularly adsorption, is yet another important factor to
consider: If the movement of an injected polymer front is retarded, there will
be a delay in the oil production, and more chemicals will be needed to obtain a
desired target production. Though it is conceivable that polymer adsorption can
have some positive consequences as well (e.g., by reducing the environmental
impact), it is likely that the net outcome will be detrimental for the economics
of a polymer flood, even with moderate adsorption values (Zhang et al. 2014).

The amount of polymer adsorption depends on the specific combination of
polymer, solvent and rock type under investigation (Lakatos et al. 1981). The
conformation of the polymers in solution seems to play a major role, since the
larger the polymer molecules are, the less room there will be for them to occupy
adsorption sites on the mineral surface. For polymers that are very sensitive to
salt (section 4.6), varying the ionic composition of the brine could therefore have
a big impact on adsorption levels, as could pH and degree of hydrolysis (Sorbie
1991). Indeed, a common finding has been that adsorption tends to increase
with increasing ionic strength (e.g., Smith (1970)). Obviously, the nature of the
rock will play a decisive role in determining the adsorption behaviour, such as
the distribution of charged sites on mineral surfaces.

The kinetics of polymer adsorption in porous media has been described as
a sequence of 1) effectively instantaneous adsorption, with the maximum level
of adsorption reached at relatively low polymer concentrations, followed by 2)
a much slower reorganization of adsorbed polymer molecules at the mineral
surface, with larger molecular weight species being preferentially adsorbed at
thermodynamic equilibrium (Chauveteau et al. 1988). As an illustration of the
first point, Zhang et al. (2014) performed both static and dynamic adsorption ex-
periments involving an HPAM polymer in porous media. The static experiments
were conducted in sandpacks prepared with crushed and sieved Berea sandstone,
whereas the dynamic tests were performed in both sandpacks and in Dundee
sandstone cores. Though some desorption was inferred to occur, adsorption was
largely found to be irreversible.

The apparent irreversibility of the adsorption process was interpreted by
Zhang et al. (2014) as a consequence of the large, flexible structure of the HPAM
polymer in solution. Specifically, because such a polymer molecule is expected to
attach to the rock at multiple points of contact, it is improbable that it will ever
fully detach from the surface. It was also observed that, if a low concentration
of polymer solution was injected into a core at the beginning of an experiment,
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subsequent injections at higher concentrations yielded little additional adsorption.
This was taken to imply that following the first period of polymer injection,
most adsorption sites were already occupied with polymer, leaving no room for
additional molecules to adhere to the surface.

A detailed understanding of polymer adsorption has not been a focus of
the present work. However, to properly match most laboratory corefloods, it is
necessary to introduce some model for permeability reduction. In the present
work, two such candidate models have been tested (section 5.5.6).

4.6 Salinity effects

The composition of the reservoir brine can have a profound impact on the
rheological behaviour of polymer solutions. In particular, for a random coil
polymer such as HPAM, the flexible structure of the molecule makes it very
sensitive to the ion content of the solvent water. In the absence of salt, or at low
salinity, Coulombic repulsion of the ionic groups distributed along the polymer
chain backbone cause the volumetric extension of the polymer to expand. On
the other hand, if ions of opposite charge are added to the solution, electrostatic
screening will suppress the electrical double layers operating next to the polymer
chain, which serves to lower the hydrodynamic size of the polymer in solution
(Ward et al. 1981). The flow resistance is affected much more strongly by divalent
ions than by monovalent ones (Mungan 1972; Stavland et al. 2013), which makes
the choice of injection water an important factor to consider for field applications.
On that note, it could be intriguing to explore possible synergy effects between
polymer flooding and low salinity waterflooding.

The solution salinity can influence the apparent shear thickening and mechan-
ical degradation behaviour as well. With regard to the former, the general trend
seems to be one of enhanced thickening with increasing salinity; this has been
observed for porous media flow (Maerker 1975), and for flow through systems
of successive capillary tubes (Magueur et al. 1985). Conversely, in brines of
low salinity apparent shear thickening is less pronounced. For instance, Seright
et al. (2011) found that for a large molecular weight HPAM dissolved in distilled
water, relatively little or no shear thickening was observed when the polymer
was flooded through Berea sandstone cores. This was the case even at flow rates
above 20 ml min−1. In contrast, when the same polymer was dissolved in a 2.3
wt. % NaCl and 0.22 wt. % NaHCO3 brine, marked dilatant behaviour was seen,
and at substantially lower flow rates. The authors attributed this to the fact
that in the distilled water, the difference between the relaxed and stretched-out
polymer state was much smaller than in brines with higher salinity. As noted
above, at low ionic strengths a relaxed polymer molecule will already be highly
expanded, due to unshielded electrostatic repulsion between charged polymer
sites. Consequently, less energy will be needed to stretch the polymer molecules
in the flow field (Seright et al. 2011). The same explanation was forwarded
in Paper [IV], to account for the less marked shear thickening effect found in
experiments reported by Howe et al. (2015) (low salinity), compared with data
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from Stavland et al. (2010) (synthetic sea water).
It should be remarked that, though the magnitude of the apparent shear

thickening effect seems to decrease at lower ionic strengths, the onset of appar-
ent shear thickening will tend to happen at lower shear rates (if it occurs at
all). Again, this is because of the electrostatic repulsions, which increases the
relaxation time of the polymer.

As for mechanical degradation, lowering the ionic strength seems to protect
the polymer chains against chain scission (Maerker 1975; Martin 1986). For a
recent demonstration of this, little evidence of degradation was detected in core
flood experiments reported by Howe et al. (2015). These experiments, conducted
in Bentheimer sandstone cores and involving multiple HPAM polymers dissolved
in a 0.074 M NaCl brine, are briefly discussed in Paper [IV].
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Chapter 5

Reservoir simulation background
Reservoir simulators are based on the premise that the solids and fluids inside
the rock can be approximated by continuous, macroscopic quantities at each
point in space and time. Central to this continuum assumption is the notion of a
representative elementary volume (REV), i.e., a volume small relative to the total
system under consideration, yet large enough that so that small scale statistical
variations in a property may be captured by an average value (Bear 1988). This
enables the use of differential calculus to describe relevant transport and reaction
processes occurring in the medium. A similar approach is taken in fluid dynamics,
to describe the bulk motion of fluids. The continuum approximation can then
be justified by considering the vast number of molecules involved (Batchelor
2000). In contrast, because of the granular nature of rocks, flow in porous
media is inherently discontinuous (Lichtner 1996). As such, additional modelling
assumptions may sometimes be required to capture the average flow behaviour,
e.g., if significant faults or fractures exist in the reservoir, or when studying
media with clearly hierarchical porosity structures.

While detailed derivations of various forms of the macroscopic mass balance
equations are beyond the scope of the present text 1, for completeness, the
general procedure will be outlined in this chapter:

• In section 5.1, the generic form of a conservation law is presented, in both
integral and differential form.

• Next, a short description of the kind of approaches taken in reservoir
simulation is provided, but without going into any mathematical details
(section 5.2).

• Section 5.3 includes mathematical details for the specific case of immiscible,
two-phase flow of oil and water. The classical fractional flow theory for
Newtonian fluids is briefly reviewed. The extension of the theory to
non-Newtonian fluids is not explicitly addressed.

• Section 5.4 further specializes to 1-phase flow, which has been the focus of
this work. The standard way of modelling tracer transport in a reservoir
is introduced.

• The topic of how to model polymer flooding in particular is addressed in
the remaining sections of the chapter. Also, it is discussed at much greater
length in the papers found in the second part of the thesis.

1For further details see, e.g., Lichtner (1996).
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5.1 Generic conservation law

Let V ⊂ R3 be a fixed volume with boundary A. For a conserved quantity Z,
the net accumulation of Z within V must be balanced by the flux of material
into or out of the volume, and by any sources or sinks present (Lichtner 1996):

d

dt

y

V

Z dV = −
x

A

JZ · n dA+
y

V

RZ dV . (5.1)

In Eq. (5.1), the vector JZ represents the flux of Z across the boundary. By
convention, n is the outward-pointing unit normal vector to a surface element
dA, hence the negative sign on the right-hand side of the equation. The source
term RZ represents the amount of Z supplied to (RZ > 0), or removed from
(RZ < 0), the volume V . By combining the Reynolds transport theorem and the
Divergence Theorem, noting that the volume V was arbitrary and unchanging
in time, equation (5.1) can be rewritten in differential form as:

∂Z

∂t
+∇ · JZ −RZ = 0 . (5.2)

Equations (5.1) and (5.2) are completely general, in that they can be used
to describe any conserved quantity, such as mass, momentum, or energy. The
exact form will therefore depend on the problem at hand.

5.2 Types of reservoir simulation models

The macroscopic flow of mass and heat in a permeable medium can be described
by a coupled system of conservation laws, one for each conserved quantity under
investigation. For reservoir simulation purposes, it is common to distinguish
between models that are based on a compositional approach, and models based
on the Black Oil formulation, though mathematically the latter is a specific
instance of the former (Lake 1989).

In compositional reservoir simulators, the reservoir fluids are represented by,
in principle, any number of components that can exist in any number of phases,
yielding a potentially large system of coupled non-linear partial differential
equations (PDEs) that need to be solved at each timestep during a numerical
simulation (Trangenstein et al. 1989a). For this reason, compositional models
tend to be very CPU intensive compared to simpler approaches. However, it is not
only the sheer number of components that add to the computational complexity,
but also the fact that more advanced phase equilibrium (flash) calculations are
needed every time the phase flow fields are computed. Furthermore, one needs
to account for the possibility of appearing and disappearing phases.

On the other hand, the Black Oil model represents the reservoir fluids by 3
flowing phases (aquoeus, oleic, gaseous) and 3 (pseudo)components (water, oil,
gas). In the classical case, the components are assumed to partition into phases
as follows: the aqueous phase contains only water, the gaseous phase contains
only gas, while the oleic phase may contain a mixture of oil and dissolved gas
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(Lake 1989). Additionally, the possibility of vaporized oil may be taken into
account. The resulting mass balance equations are typically reformulated as
conservation of volumes at standard conditions, via the introduction of formation
volume factors for each phase, and solubility factors for the partitioning of the
hydrocarbon components. A presentation of the mathematical details can be
found in, e.g., Trangenstein et al. (1989b).

For flows involving just 1 or 2 phases, and only a limited number of com-
ponents, the equations simplify considerably. However, in addition to water
and hydrocarbon components, it may be necessary to include the flow of other
components as well, such as various tracers or ions. This is especially relevant
when modelling EOR mechanisms. For most practical intents and purposes, these
components can be treated as not occupying any volume, and thus the equations
governing their transport need not be directly considered when updating the
phase velocity fields. On the other hand, they may still influence the calculation
of said fields via their effects on, e.g., fluid phase viscosities and rock wettability
(saturation functions).

Interactions between the pore fluid and the rock will sometimes have to be
incorporated more explicitly into the mathematical framework. For instance,
this is the case when adsorption plays an important role, or if significant mineral
precipitation and dissolution reactions occur in the medium.

5.3 Immiscible, two-phase flow equations

Consider the case of immiscible flow of a single oil and water component in porous
media; in this situation, components and phases may be identified. Letting
indices o and w denote, respectively, the oil and water phase, the mass flux terms
become

Jα = ραuα, (5.3)

for α = o, w, where ρα is the density of phase α, and uα is the velocity vector.
As is common in petroleum science, phase velocities are obtained from Darcy’s
law. Originally derived for single phase flow (Hubbert 1956), it has since been
generalized to multiple phases according to (Blunt 2017),

uα = −kkrα
µα
· (∇Pα − ραg) , (5.4)

with the total driving force given as the sum of the pressure gradient, and
the contribution due to gravity. The ratio of relative permeability krα to phase
viscosity µα 2 is the (relative) phase mobility, denoted by λα. With this setup,
the mass of a given component/phase is

mα = φραSα , (5.5)
2In polymer science it is more common to employ the letter η for viscosity. This convention

has been adopted most places in the thesis.
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where Sα is the saturation of phase α, and φ is porosity. Thus, in the absence
of source terms, equation (5.2) reduces to

∂

∂t
(φρwSw) +∇ · (ρwuw) = 0 (5.6)

for the water phase, and

∂

∂t
(φρoSo) +∇ · (ρouo) = 0 (5.7)

for the oil phase. By adding the two phase velocities, and using the definition
of the oil-water capillary pressure as the difference in phase pressures,

Pc = Po − Pw , (5.8)

an expression for the total Darcy velocity is obtained,

uT = −kλt∇Pw − kλo∇Pc + k%g , (5.9)

with % = λwρw + λoρo, and where λt = λw + λo is the total mobility. Eq.
(5.9) can be used to express the water velocity in terms of the total velocity as

uw = λw
λt
· (uT + kλo∆ρg + kλo∇Pc) , (5.10)

with ∆ρ = ρw − ρo.

5.3.1 Fractional flow theory

In the classical theory developed by Buckley et al. (1942), Welge (1952) and
several subsequent workers, the situation is as follows: Consider the immiscible
flow of two phases in a homogeneous, isotropic, linear, 1-dimensional reservoir
with constant cross-sectional area. Furthermore, assume that both the rock and
the fluids are incompressible. For the flow of water and oil, Eqs. (5.6) and (5.7)
then reduce to

φ
∂Sw
∂t

+ ∂uw
∂x

= 0 , (5.11)

and

φ
∂So
∂t

+ ∂uo
∂x

= 0 . (5.12)

Note that, since flow is unidimensional, the vector notation has been dropped.
For incompressible flow, the total flow rate is constant in space, as can be verified
by adding equations (5.11) and (5.12). The fractional flow of water, or water
cut, is the relative flow rate of water:

fw = uw
uT

, (5.13)
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By rewriting Eq. (5.11) in terms of fw and uT , one obtains the Buckley-
Leverett equation:

φ
∂Sw
∂t

+ uT ·
∂fw
∂x

= 0 . (5.14)

Using Eq. (5.10), the fractional flow of water is

fw = λw
λt
·
(

1 + kλo
uT

∆ρgx + kλo
uT

∂Pc
∂x

)
, (5.15)

where gx is the projection of the gravity vector along the direction of flow.
Let M = λw/λo be the mobility ratio between water and oil, evaluated at the
local value of the water saturation. In the classical Buckley-Leverett theory,
capillary and gravity forces are ignored, and Eq. (5.15) becomes

fw = λw
λt

= λw
λw + λo

= 1
1 + 1

M

. (5.16)

The last equality in (5.16), valid for λw > 0, clearly shows that at a given
value of the water saturation, the water cut will decrease with decreasing M .

If relative permeabilities are assumed to be functions of water saturation
only, and fluid viscosities are regarded as constant, Eq. (5.14) can be further
simplified to

φ
∂Sw
∂t

+ uT · f ′w(Sw) · ∂Sw
∂x

= 0 , (5.17)

which is a non-linear, hyperbolic PDE. In most cases, Equation (5.17) cannot
be solved in the conventional way using continuous functions. Mathematically,
one requires the introduction of a sharp discontinuity (a ’shock’) into the spatial
saturation profile. The full details depend on the notion of a weak solution to
the integral form of the conservation law, and it is of no concern here (LeVeque
1992). However, the classical Buckley-Leverett (Buckley et al. 1942) solution is
recalled: it consists of a shock wave, immediately followed by a rarefaction wave.
Specifically, a water front Sf moves through the system at characteristic velocity
(wave speed) f ′w(Sf ), while higher saturations move at velocities f ′w(Sw). At the
location of the discontinuity, the saturation declines instantly from a value of Sf
to the initial (connate) water saturation, Swc. It can be shown that both Sf , as
well as the average water saturation at the time of breakthrough 〈Sw〉bt, can be
derived geometrically from the fractional flow curve: By drawing a tangent to
the fw versus Sw curve passing through the point (Swc, 0), the front saturation
is given as the x-intercept of the point of tangency, while 〈Sw〉bt can be read off
from the intersection with the horizontal line fw = 1 (Welge 1952). This was
exemplified in figure 2.1.

5.4 One-phase incompressible flow

For 1-phase incompressible flow of water, the equation needed to be solved for
pressure, and hence velocity, is
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∇ · uw = 0 , (5.18)

with the expression for water velocity uw given by the 1-phase Darcy law.

5.4.1 Advection-dispersion equation (ADE)

The net flow of a tracer in the reservoir is a result of both advective and diffusive
transport mechanisms. Advection refers to the passive transport of a substance
by bulk motion; in the current context, to the movement of chemicals along
the macroscopic velocity field established inside the rock. On the other hand,
diffusive spreading of chemicals occurs even in the absence of an externally
imposed flow, because of the random, thermal motion of ions and molecules
(molecular diffusion). For pressure driven flows, additional mixing is induced at
the macroscopic scale by a) mechanical dispersion, mixing due to the presence
of local velocity gradients, and b) molecular diffusion across streamlines (Aris
1956; Taylor 1953). The combined effect is known by the name hydrodynamic
dispersion. For flow through porous media additional complexities arise due
to the solid obstacles encountered by the particles traversing the rock, which
will serve to restrict diffusion. Mechanical mixing behaviour is in this case also
affected by stream splitting, that is, by how the particles jump across junctions
between adjacent pores inside the medium (Bear 1988; Jha et al. 2011).

Mathematically, hydrodynamic dispersion is often treated in the same way
as the more fundamental process of molecular diffusion, i.e., as a statistically
random process governed by the normal distribution. If this assumption is
valid 3, both processes are described by Fick’s first law, which states that the
magnitude of the flux is proportional to the gradient in concentration 4. Then,
by neglecting source terms and assuming no reactions with the rock, Eq. (5.2)
for tracer transport becomes

∂(φC)
∂t

+∇ · (uwC)−∇ · (φD?∇C) = 0 , (5.19)

in which C is the mass concentration of the tracer in the fluid, and where
the total flux is split into a sum of an advective and a diffusive term. Eq. (5.19)
is the classical Advection-Dispersion-Equation (ADE). The quantity D? is an
effective diffusion-dispersion coefficient, given as the sum of two terms, one
representing molecular diffusion, and one modelling the effects of hydrodynamic
dispersion.

5.5 IORCoreSim implementation approach

In IORCoreSim, when solving for fluid phase pressures and saturations in a
2-phase simulation, a sequential approach is used, along the lines described by,
e.g., Spillette et al. (1973) and Watts (1986). First, the total velocity field is

3See, e.g., Chapter 10 of Bear (1988) for a discussion of this issue
4More generally, the diffusive flux is driven by a gradient in chemical potential.
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obtained by discretizing and solving an IMPES type pressure equation, after
which effects of relative permeability and capillary pressure are corrected for in a
separate step. This is done by solving a saturation equation, which is formulated
in terms of the fractional flow of water 5. Numerically, the equation is solved
’semi-implicitly’ with respect to the saturation-dependent variables, i.e., relative
permeability and capillary pressure; essentially, by performing a single Newton-
Raphson iteration on the discretized version of the equation. After finding the
change in phase saturations, the individual phase velocities are updated, while
keeping the total velocity fixed.

Component transport is handled using operator splitting, and can be treated
with both an explicit and an implicit discretization in time. An example flowchart
for the whole simulation process is displayed in figure 5.1.

It is remarked that the polymer is treated as a volumetric component in
IORCoreSim, while tracers are regarded as occupying no volume. The mass
of volumetric components are expressed as volumes at standard conditions, as
in the Black-Oil approach. For all simulations presented in this work, zero
compressibility was assumed for the polymer. While some effects of rock and
water compressibility were included, this had negligible influence on the computed
results, and only 1-phase flow was considered. Thus, effectively speaking, Eqs.
(5.18) and (5.19) were used to model polymer flooding in porous media, with
some modifications:

• The water phase viscosity used in Darcy’s law, Eq. (5.4), is the apparent
viscosity of the polymer solution, which is a complicated function of both
fluid and rock properties. Note the non-linear coupling introduced between
the apparent viscosity and velocity via the shear rate, Eq. (4.6).

• Whenever adsorption is to be modelled, an additional term must be added
to the accumulation term of Eq. (5.19), to account for distribution of the
total polymer mass between the rock and the aqueous phase.

• Polymer adsorption leads to a reduction in the effective pore size available
for subsequent flow, and hence to a lower water permeability. If this
mechanism is to be included, the denominator in Darcy’s law (for the water
phase) must be multiplied by the permeability reduction factor Rk, and a
suitable model for computing Rk must be introduced.

• If effects of polymer inaccessible pore volume are to be modelled (including
effects of layers depleted in polymer), mass balance considerations lead to
the use of an effective transport concentration of polymer, which is larger
than the injected concentration.

Below, the IORCoreSim polymer model is quickly reviewed. For more details,
see Part II of the thesis.

5Derived by combining Eqs. (5.6) and (5.10).
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5.5.1 Polymer molecular weight

A complicating factor when modelling polymer degradation is that synthetic
polymer molecules are polydisperse. However, considering all the uncertainties,
in both model and reservoir description, it seems like a formidable task to
attempt to describe the molecular weight distribution explicitly. Even if it were
possible, it would greatly increase the computational load of the simulations.
Instead, the goal has been to match the correct viscosity behaviour of the
degraded solutions. To achieve this goal, a single molecular weight parameter
Mw has been introduced. It is calculated as the ratio between polymer mass
concentration cp, and a molar concentration cm:

Mw = cp
cm

. (5.20)

That is, the polymer is actually represented by two components in the
simulator, which both are transported through the reservoir. An additional
reaction term is added to the equation for the molar concentration: While the
total polymer mass is conserved, degradation is handled by increasing cm.

5.5.2 Apparent shear thinning

Shear thinning behaviour is conventionally modelled by the Carreau-Yasuda
equation, which is able to capture a Newtonian flow regime at low shear rates,
as well as a stable viscosity when γ̇ →∞ (Bird et al. 1977):

η − η∞
η0 − η∞

= (1 + (λ1γ̇pm)x)−n/x . (5.21)

The Carreau-Yasuda model uses five parameters to describe the shear thin-
ning viscosity η: η0 is the plateau viscosity at zero shear rate, η∞ is the limiting
viscosity at high shear rates 6, λ1 is the polymer relaxation time, the inverse
of which marks the transition from the Newtonian to the shear thinning flow
regime, the parameter x governs the sharpness of the transition, and n essen-
tially describes the slope of the viscosity decrease on a double logarithmic plot.
Specifically, for γ̇pm � 1, (5.21) can be reformulated as

log ηsp ≈ log ηsp0 − n · log λ1 − n · log γ̇pm , (5.22)

in which ηsp0 is the specific viscosity at zero shear rate. In general, the
specific viscosity is defined as

ηsp = η

η∞
− 1 = ηrel − 1 , (5.23)

where ηrel is the relative viscosity. A novel part of the IORCoreSim model is
that expressions to compute λ1 and n from the properties of the aqueous solution
have been suggested. A crucial parameter in this regard is the intrinsic viscosity

6Often taken as equal to the solvent viscosity, η∞ = ηs.
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of the polymer solution, which is a measure of the additional flow resistance
imparted by the polymer above that of the solvent, and related to the volumetric
extension of the polymer chains. Formally, it is defined by (Hiemenz et al. 2007)

[η] = [η]0 = lim
cp→0

η0 − ηs
cpηs

= lim
cp→0

ηsp0

cp
. (5.24)

In this thesis, the zero shear specific viscosity is computed as a cubic polyno-
mial in the product of intrinsic viscosity and polymer concentration,

ηsp0 = [η]cp + k′[η]2c2
p + k′′[η]3c3

p , (5.25)
with the intrinsic viscosity obtained from Mw via the Mark-Houwink rela-

tionship:

[η] = K ·Ma
w (5.26)

for constants K and a. The shear-thinning slope parameter is calculated
from

n = 1− 1
1 + (anKcpMa

w)bn
, (5.27)

and the correlation used for the polymer relaxation time is

λ1 = λa ·
ηsηsp0Mw

cpT
. (5.28)

See Paper [IV] for the full meaning, and derivation, of these expressions.

5.5.3 Apparent shear thickening

In the absence of depletion layer effects, apparent shear thickening is included
by multiplying the specific viscosity obtained from the Carreau-Yasuda model,
ηshsp , by an elongational viscosity factor:

ηsp = ηshsp · ηelf . (5.29)
As outlined in section 3.3 of Paper [IV], this factor is given by the following

expression:

ηelf = (1 + (λ2γ̇pm)x2)
m+n

x2 . (5.30)
The crucial quantities here are:

• λ2, a characteristic time scale of the polymer in the flow field,

• m, the ’magnitude’ of the shear-thickening effect, i.e., the slope of ηsp
versus shear rate on a log-log plot,

• x2, a parameter governing the transition from shear thinning to shear
thickening behaviour.
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In turn, λ2 is related to properties of the solution and the rock via

λ2 = 1
N?
De

· 3
5Rg

· φ

1− φ ·
ηsKM

a+1
w

T
. (5.31)

Compared with the expression given in Paper [IV], Eq. (5.26) has been
inserted to show more explicitly the dependence of λ2 on Mw (this was also done
for the parameter n).

5.5.4 Mechanical degradation in porous media

The combined transport and reaction (degradation) problem is handled by a
standard sequential non-iterative operator splitting approach (figure 5.1). First,
the polymer components are advected through the grid using a timestep ∆t,
yielding an intermediate solution M0

w for the molecular weight (Eq. (5.20)).
Next, Mw is updated by solving the following initial value problem over the
same timestep:

dMw

dt
= −frup ·Mw,Mw(0) = M0

w . (5.32)

In the present IORCoreSim implementation, Eq. (5.32) is discretized implic-
itly in time:

Mw = M0
w

1 + ∆t · frup(Mw) . (5.33)

The degradation rate has been chosen to be

frup = (rdeg · ˙γpm · η)αd · 2Mβd
w

Rp
. (5.34)

In this expression, Rp is the pore radius available for polymer flow, computed
from a Kozeny-Carman type equation,

Rp =

√
8kC
φ
· 1√

Rk(1− IPV0)
, (5.35)

in which C is a tortuosity factor. The rationale for using Eq. (5.34) to
model mechanical degradation was discussed in Paper [IV] and summarized in
Paper [V]. Those arguments are repeated here as well:

1. The probability for chain rupture seems to increase dramatically beyond a
critical level of shear stress, while for smaller values, little or no degradation
is expected. This behaviour is represented by the term (rdeg · γ̇ · η)αd .

2. Inside a pore, the shear forces are largest close to the pore surface. It
seems reasonable that a substantial amount of degradation will take place
there, which is represented by including the term 2/Rp (i.e., specific surface
area) in the degradation rate, where Rp denotes the effective pore radius
available to polymer flow.
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3. Longer polymer chains tend to rupture more easily than shorter ones,
simply because they experience a higher shear force across the molecule.
This is accounted for by the factor Mβd

w .

5.5.5 Inaccessible pore volume effects

The total IPV factor is calculated as a sum of two parts:

IPV = IPV0 + IPVd · (1− IPV0) . (5.36)

The first term IPV0 is the fraction of the flowing aqueous phase that is
completely inaccessible to polymer, and it is assumed constant. In contrast, the
contribution from the depletion layer effect is taken as variable, and determined
by the volume fraction of the depletion layer in the polymer accessible pore
space, IPVd.

In the thesis work, two models for incorporating the depletion layer mechanism
have been suggested, both of which are based on the same two-fluid model as
proposed by Chauveteau (1982). For completeness, some additional background
for this model is included, beyond that which is already found in Appendix A of
Papers [I] and [IV].

The situation can be viewed as an extension of the well known case of Hagen-
Poiseuille flow (Sutera et al. 1993): Consider a cylindrical tube, in which two
(Newtonian) fluids flow simulataneously. The fluid in the inner part of the tube
has viscosity η1, while the fluid flowing close to the wall has viscosity η2. Place
the origin along the symmetry axis in the middle of the tube, let R be the radius
of the whole cylinder, and let Rd ≤ R be the radius delineating the interface
between the two fluid regions. Then, an analytical solution can be derived for
the steady-state laminar flow problem (Chauveteau 1982; Zaitoun et al. 1988):

v1 = −∇P4η2
· (η2

η1
(r2 −R2

d) + (R2
d −R2)) , (5.37)

is the velocity for the inner part, and

v2 = −∇P4η2
· (r2 −R2) , (5.38)

is the velocity in the region close to the wall. In the above expressions, ∇P
is the pressure gradient. Let Mν = η1

η2
be the viscosity contrast between the two

layers. By integrating Eqs. (5.37) and (5.38), expressions for the volumetric flow
rates in the two regions are obtained:

Q1 =
∫ Rd

0
2πr · v1 dr = π∇P

8η1
· (2MνR

2
d(R2 −R2

d) +R4
d) , (5.39)

and

41



5. Reservoir simulation background

Q2 =
∫ R

Rd

2πr · v2 dr = π∇P
8η1

·Mν · (R2 −R2
d)2 . (5.40)

The fluid flowing in the annular region closest to the wall represents the
depletion layer, while the fluid flowing in the middle of the cylinder is the polymer
rich phase. The thickness of the depleted layer is thus given by δ = R − Rd,
the viscosity in the polymer rich phase is ηp = η1, and ηdw = η2 is the viscosity
in the depleted layer. The total volume in the cylinder represents the polymer
accessible pore volume of the rock, i.e., the water phase volume after IPV0 has
been subtracted out.

The total flow rate is Qt = Q1 +Q2. Let Q̃t be the corresponding flow rate in
the case without any depletion layer, as given by the standard Hagen-Poiseuille
equation with viscosity ηp. Then, by requiring the same pressure gradient for
the two scenarios, the corrected effective viscosity ηpa must satisfy

ηpa ·Qt = ηp · Q̃t . (5.41)

By inserting the above expressions for Qp = Q1 and Qdw = Q2, and perform-
ing some calculations, Eq. 45 of Paper [IV] is obtained:

ηpa = ηp
Mν − (Mν − 1)E2

PV d

. (5.42)

Here, EPV d = 1− IPVd represents the fraction of the polymer rich phase in
the tube, which amounts to

EPV d = πR2
dL

πR2L
= (Rd

R
)2 = (1− δ

R
)2 , (5.43)

for a cylinder of length L. Expression (5.42) is the same as, e.g., Eq. 9 in
Chauveteau 1982. In IORCoreSim, this equation is used to update the apparent
viscosity of the solution after including shear thinning (ηp), but before adding
the contribution from apparent shear thickening.

As described in section 4.4, the fluid in the polymer rich phase will travel at
a higher average transport velocity than the fluid in the depleted layer. Similarly,
the presence of microporosity inaccessible to polymer will also increase the
macroscopic velocity of the polymer compared to the solvent. To account for
these effects, an effective transport concentration of polymer cpef is defined. If
cp is the average polymer concentration in the rock, the concentration in the
polymer accessible part (represented by the capillary tube) is

c?p = cp
EPV 0

, (5.44)

for EPV 0 = 1 − IPV0. In the absence of depletion layer effects, cpef = c?p.
However, if the depletion layer mechanism is included, a further correction is
made. At steady-state, mass balance considerations require that

cpef · qt = cpp · qp , (5.45)
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where cpp is the polymer concentration in the polymer rich phase:

cpp =
c?p

EPV d
= cp
EPV 0 · EPV d

. (5.46)

Using Eqs. (5.39) and (5.40), one can show that the fractional flow of the
polymer rich phase is

fp = Q1

Q1 +Q2
= EPV d · (2Mν(1− EPV d) + EPV d)

Mν − (Mν − 1)E2
PV d

, (5.47)

i.e., the denominator is the same as in Eq. (5.42) for the viscosity correction.
By combining (5.45), (5.46) and (5.47),

cpef = cp
EPV 0EPV d

· EPV d ·
2Mν(1− EPV d) + EPV d
Mν − (Mν − 1)E2

PV d

. (5.48)

Note that, in the above derivations, zero polymer concentration was assumed
in the depleted layer, meaning that ηdw = ηs. Moreover, the thickness of the
depleted layer was made independent of polymer concentration, δ ≈ Rh, where
Rh is the hydrodynamic radius of the polymer in solution. In Paper [IV], a
second model was also suggested, in which both of these assumptions were
relaxed. This was found necessary to match core flooding data from low salinity
polymer injection, in which the depletion layer effect was greatly exaggarated in
the original model.

5.5.6 Polymer adsorption modelling

Adsorption can be modelled by extending the accumulation term of Eq. (5.19):

∂(φCi)
∂t

+ ∂(φCads,i)
∂t

+∇ · (uwCi)−∇ · (φD?∇Ci) = 0 , (5.49)

In Eq. (5.49), Cads,i is the mass of adsorbed material, expressed in terms
of the pore volume. Note that in IORCoreSim, it is the total concentration
Ci + Cads,i that is transported through the grid at each time step, after which
component mass is distributed between the rock and fluid phases. For polymer
flooding, a Langmuir equilibrium isotherm is used, possibly modified to describe
irreversible adsorption.

Two tentative models for permeability reduction as a consequence of polymer
adsorption have been tested, see section 3.7 and Appendix A.3 of Paper [IV].

5.5.7 Effective salinity model

As described in Appendix A.4 of Paper [IV], salinity effects on polymer behaviour
are introduced into the simulator via the intrinsic viscosity term:

[η] = [η]ref · Cαs

S . (5.50)
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The parameter Cs is an effective salt concentration; for a pure NaCl brine, it
is just the molar concentration. More generally, it is computed according to the
relation

Cs =
∑
i

Ciβi , (5.51)

in which Ci is the concentration of ion type i, and βi is a constant that
varies among different ions. Multivalent ions are assigned a larger weight than
monovalent ones.
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Figure 5.1: Flowchart for an IORCoreSim simulation (explicit transport scheme)
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Chapter 6

Summary of papers
To be able to simulate polymer flooding at the field, it seems important to first
reproduce behaviour seen at smaller scales. However, even at the core scale,
a severe limitation with most presently available simulation codes is that it
is difficult, or impossible, to accurately describe the in-situ polymer rheology
across the full range of realistic flow conditions. One problem is that important
physical mechanisms may sometimes be neglected, e.g., mechanical degradation.
Another issue is that many models tend to require a large number of free input
parameters, which makes translating from one set of conditions to another very
challenging. For example, for field scenarios, a separate table of input data might
be needed for each rock type in the reservoir, which greatly complicates the
process of upscaling.

It is true that in order to history match linear core floods, relatively simple
models may often suffice, at least if factors such as brine composition and
temperature are being held fixed. This is because, for constant flow rate boundary
conditions in 1D linear flow, the in-situ shear rate can be taken as spatially
constant1. In contrast, for flow near a well at the field scale, the apparent
viscosity of an injected polymer solution will be a strong function of radial
distance from the wellbore.

The main focus of the papers included in Part II of this thesis has been to
improve upon the modelling of polymer rheology in porous media, at the core
scale and beyond. The slight exception is Paper [II], which is primarily a report
of experimental findings. Six papers are included, however note that the papers
are not all independent:

• Paper [IV] is an improved version of Paper [I], and Paper [V] is an updated
version of Paper [III]. Both revised versions contain substantial amounts
of new material compared with the originals.

• Paper [VI] is an attempt to shed more light on the data from Paper [II] by
means of numerical simulations.

6.1 Paper I

For large flexible molecules of the HPAM type, Newtonian behaviour is usually
observed at low shear rates, followed by shear thinning, shear thickening and
mechanical degradation at increasing rates. Moreover, the onset of these flow
regimes, and their impact on the flowing aqueous phase pressure, depend upon
not only the composition of the pore fluid, but also on properties of the formation

1Unless significant core scale heterogeneities exist. Also, this assumption may need to be
relaxed when permeability reduction effects are important.
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(e.g., permeability). To meet some of these challenges, it was desired that a more
comprehensive polymer model should be developed.

The purpose of Paper [I] was to introduce this model for the first time, and
was done by history matching the model to a series of core floods conducted in
sandstones. The main experimental variable with which the simulations were
compared was the resistance (mobility reduction) factor. In the experiments,
the flow rate was systematically varied, and there were also differences in
both permeability and polymer molecular weight. Four HPAM polymers, with
reported molecular weights in the range 5-20 MDa, were considered. The lowest
permeability was approximately 150 mD, while the highest permeability was
about 2 D. Considering that a single set of input parameters were used to describe
apparent shear thickening and mechanical degradation across all experiments,
as well as the many model and experimental uncertainties, a very satisfactory
history match was achieved.

A novel feature of the proposed model was the inclusion of an equation
to describe polymer mechanical degradation in porous media. The polymer
degradation rate was linked to pore radius, and thus permeability, via a Kozeny-
Carman type equation: For a given shear rate, more degradation was predicted
at lower permeability, in line with experimental observations. The degradation
rate was further linked to wall shear stress, computed as the product of in-situ
shear rate and apparent viscosity, and to polymer molecular weight Mw.

The work done in Paper [I], originally presented as a poster presentation at
EAGE ECMOR XV 2016, was subsequently developed into a journal publication,
Paper [IV].

6.2 Paper II

Paper [II] is a presentation of experimental work performed by Irene Ringen and
Hjørdis Stiegler during their master’s degree at the University of Stavanger. A
small contribution was made to this work in terms of numerical simulations of
the experiments.

In the experiments, an acrylate-ATBS polymer (Flopaam 5115SH, SNF
Floerger) was injected into glass columns packed with mesoporous silica sand.
The polymer was mixed in a brine with lower salinity than that of the water
already residing inside the core. Resisitivity measurements provided information
about the salinity fronts moving through the system, while a capillary rheometer
connected to the effluent was used to track the polymer front.

In this work it was clearly demonstrated that:

1. Synthetic polymers can be very sensitive to the ionic composition of the
brine, with an additional flow resistance observed at low salinities.

2. In the presence of microporosity, the polymer can move significantly faster
through the porous medium than co-injected ions (IPV effect).
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6.3 Paper III

In Paper [III], steady-state polymer behaviour in homogeneous formations at
the field scale was explored. Several hundred simulations were carried out, in
a radial sector model with dimensions ∆r ∼ 20 m. A single polymer type was
considered, HPAM 3630S (SNF Floerger), with model input parameters chosen
based on history matched parameters from Papers [I] and [IV]. The polymer
was injected into the reservoir via a single vertical injector, which was placed in
the middle of the radial grid. A constant pressure was required at the exterior
boundary r = re, and the properties of the solution at this point was used as a
proxy for the polymer deep within the reservoir.

The main motivation for the study was to understand the model predicted
degradation behaviour in terms of variations in enforced flow rate Q, and the
formation permeability k. For the particular polymer tested, a substantial amount
of degradation was estimated when operating at realistically large flow rates,
even at moderate to relatively high permeabilities. On the other hand, little or no
degradation was predicted when the effective shear rate at the sand face, γ̇w, was
kept below a certain level (approximately 1000 s−1, but with significant scatter
in the results). This indicates that in the presence of open fractures near the well,
the amount of degradation should be small. Though degradation in the model
essentially terminated very close to the injection point, the simulated polymer
molecular weight at r = re showed an additional dependence on permeability,
beyond that already captured in the scaling γ̇w ∝ 1/k (Eq. (4.6)). An empirical
(non-unique) correlation was found able to reduce the scatter in degradation
versus Q and k.

Paper [III] revealed the estimated amount of mechanical degradation to be
very sensitive to grid dimensions; in fact, grid cells on the order of millimetres
had to be employed near the wellbore. Obviously, it is not feasible to use such
low resolution in a realistic field case, which stresses the need for some sort of
effective or up-scaled model to be implemented.

In the paper, the importance of including not only shear thinning, but also
shear thickening, was pointed out. The results further suggested that injecting a
polymer with the highest possible molecular weight may not always be the most
economical option. Instead, if a certain level of degradation is tolerated and
expected to occur anyway, injecting a slightly lower molecular weight polymer
could lead to more or less the same improved sweep efficiency, while demanding
a lower injection pressure.

To investigate effects of reservoir heterogeneity, preliminary simulations were
conducted in a two-layered reservoir (assuming no crossflow). However, due to
time limitations these tests were considered rather superficially, and no firm
conclusions were drawn.
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6.4 Paper IV

Paper [IV] is a heavily revised version of Paper [I]. Compared with the initial
paper, the main new additions are:

• The incorporation of a brief literature review on previously reported sim-
ulation models. It was concluded that good reservoir simulation models
that include mechanical degradation are lacking.

• An expanded literature review for the various physical mechanisms mod-
elled.

• Testing of the simulator implementation, for the case without any assumed
degradation, by directly solving the steady-state flow problem (i.e., without
any iteration).

• The inclusion of a new series of experiments, this time using data from the
literature (Howe et al. 2015). The experiments in question were conducted
in Bentheimer sandstones with synthetic HPAM polymers dissolved in a
0.074 M brine. Because of the low salinity, and relatively large polymer
concentrations, viscosities were significantly higher than in the previously
considered dataset. It was concluded that the IORCoreSim model could fit
both datasets reasonably well, but that modifications needed to be made
when brines of differing ion composition were used: Both apparent shear
thickening and mechanical degradation appeared ’slower’ in the low salinity
case.

6.5 Paper V

Paper [V] is a direct follow-up article to Paper [III]. It is currently undergoing peer
review for the second time, having been resubmitted following major revision.

As was the case with Paper [IV], the updated version of the article includes
much material not present in the original one, e.g.:

• The testing of the simulator implementation by numerically integrating the
governing degradation equation for steady-state flow (using an independent
Python implementation).

• Derivations of approximate analytical solutions, in explicit form. While
these expressions were not sufficiently accurate so as to quantitatively
match the full analytical solution, they could be used to gain a better
understanding of how various model parameters affect the degradation
rate in homogeneous radial flow.

• The analytical approach was also applied to the case of linear core floods.
It was commented that a power-law decline of Mw with distance can often
be expected. This is in contrast with the case of radial flow at the field,
where degradation effectively stops a very small distance from the injector.
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Paper VI

Some parts of the original work were also removed, e.g., no study of flow in
heterogeneous formations was attempted.

6.6 Paper VI

Paper VI gives a more detailed account of some of the experiments that were pre-
sented in Paper II. However, in this work the emphasis was on using IORCoreSim
to interpret the observations. A somewhat different modelling approach was
taken compared to previously, in that the component transport equations were
solved by assuming more than one macroscopic fluid continuum: a distinction
was made between the pore volume that existed in-between the silica grains (i.e.,
the ’macropores’), and the volume that was inside the grains. The polymer size
exclusion (IPV) effect was then represented by only allowing the polymer to flow
in the macropore continuum, while ions could additionally diffuse in and out of
the intragranular pore space.

By incorporating the IPV effect, and by assuming a salinity-dependent
polymer solution viscosity, the experimentally observed trends were recreated in
the IORCoreSim model. The simulations clearly revealed that the polymer front
moved faster through the medium than the co-injected ions.

It was pointed out that the observations made in this study could have
ramifications when considering simultaneous injection of polymer and low salinity
water into certain types of reservoirs, e.g., fractured rocks. For such systems,
combining the two EOR methods could be be made more challenging by the fact
that the injected polymer would mix primarily with the water already present
in the formation, which typically has a high salinity, instead of with the injected
water.
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Chapter 7

Future prospects

To make large scale reservoir simulation computationally efficient, it is common
to employ grid blocks with sizes on the order of tens to several hundred metres.
When using such a coarse description of the reservoir, important aspects con-
cerning fluid flow at smaller scales may be lost. For instance, heterogeneities
in relative permeability and capillary pressure at the centimetre scale can have
considerable impact on fluid flow at the field scale, and thus may need to be
captured with an upscaling method (Lohne et al. 2006). The same is true for
one phase flow: subgrid heterogeneity in absolute permeability and porosity can
cause predictions made from a coarse reservoir model to be markedly different
than from a more finely gridded one (Christie 1996). Even if a reservoir could be
assumed to be perfectly homogeneous, the way in which the governing fluid flow
equations are solved numerically may lead to inaccurate forecasts. For instance,
the predicted flow pattern may in some cases be very sensitive to the orientation
of the underlying geometric grid (Brand et al. 1991; Todd et al. 1972). Also, it is
generally very hard to characterize the spreading of chemical concentration fronts
accurately. This is the well known problem of numerical dispersion (Fanchi 1983;
Lantz 1971).

Another challenge is the issue of how to handle wells in a reservoir simulator.
Because of large differences in scale between the dimensions of a well and the size
of a typical well block 1, and as a consequence of the non-linear flow pattern that
tends to be established near the wellbore, there will be considerable variations
in pressure within the area of the reservoir represented by a well block. One
solution to this problem is to discretize the well itself. Though such models are
becoming more commonplace (e.g., (Jiang 2008)), the conventional approach is
to relate the wellbore pressure to the well block pressure via a simplified well
model, such as the Peaceman model, or some modification thereof (Ding 1996;
Peaceman 1978; Peaceman 1983).

When simulating polymer flooding, several of the above mentioned issues
become especially salient. As mentioned previously, a very important factor to
consider is the amount of chemicals needed to secure an efficient displacement,
which means that realistic estimates for the extent of polymer adsorption need to
be made. However, simulated adsorption levels are greatly affected by numerical
dispersion (Lee 2013). Similarly, numerical errors in concentrations of mobile
polymer can lead to wrong predictions for the EOR potential of a planned
polymer flood (Al-Sofi et al. 2010). The use of higher order discretization
methods could be worthwile to explore in this regard (Mykkeltvedt et al. 2017).

As discussed at length in this thesis, the non-Newtonian flow behaviour
of polymer solutions can have a profound influence on the macroscopic flow

1The well radius is typically on the order of 10 cm.
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7. Future prospects

resistance of the water phase; and hence on the predicted oil recovery. It is
important to quantify how observations made in the laboratory scale up to
the field. To make further headway in this direction, the newly implemented
IORCoreSim model can hopefully become a useful tool. A particular strength of
this model is that it already includes proposed correlations for how the in-situ
polymer rheology depends on changing reservoir conditions. However, more
effort should be put into understanding the impact of varying temperature and
salinity. Chemical degradation processes should also be considered.

Note that some of the flow regimes seen at the core scale may play less
of a role at the field. For example, apparent shear thickening and mechanical
degradation will only occur in a very limited region close to the wells. This
is because fluid velocities in the bulk of the reservoir are too low to trigger
the onset of these flow regimes. A simplified rheology model can therefore be
used to describe flow in the vast majority of grid cells. Still, it is crucial to
consider spatial variations in polymer solution rheology within the well blocks;
after all, it is the polymer solutions leaving an injection well block that will
propagate throughout the reservoir. Moreover, accounting for polymer elasticity
and degradation near the well is clearly important when making well injectivity
forecasts.

To reproduce effects of the fine scale polymer rheology in realistic field
models, some sort of effective model seems to be needed. This is true even in
the case of a purely shear thinning polymer, for which smearing of the fluid
front near the wells is known to lead to overtly pessimistic forecasts of well
injectivity. In an early work, Bondor et al. (1972) attempted to correct for this
by introducing a rate-dependent, negative skin factor for each injection well. The
researchers calculated the skin factor by integrating their chosen non-Newtonian
fluid model around the wellbore, assuming radial flow. The same approach has
also been pursued by other workers. Recently, Li et al. (2017) used the concept
of an apparent skin factor to investigate multiple rheology models for polymer
flow in porous media, including the UTCHEM Unified Viscosity Model (UVM)
(Delshad et al. 2008), which incorporates both apparent shear thinning and shear
thickening behaviour. They concluded that for a shear thinning polymer, it
seemed possible to produce relatively accurate simulation results when using a
constant skin factor as input, at least for the cases considered. On the other hand,
when shear thickening effects were included, similar results were not achieved.

None of the above workers considered degradation processes as part of the
equation. In particular, mechanical degradation in regions of high shear can
dramatically lower the apparent viscosity of a polymer solution, and a fully
satisfactory well model for polymer flooding should include this mechanism as
well. To do so properly is a challenging task, not least if significant heterogeneities
are present near the wellbore. However, one possible starting point was sketched
out in Paper [V], based on analytical formulas for the steady-state degradation
problem in a homogeneous formation.

At the end of the day, the practical usefulness of a proposed model can only
be ascertained by comparing it with experimental data. To this end, it is hoped
that a real field case can be investigated some time in the near future.
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I. A Model for Non-Newtonian Flow in Porous Media at Different Flow Regimes

Summary
The EOR potential of polymer flooding is well documented in the scientific

literature. However, it has remained a challenge to create good simulation tools
that can be used for predictive purposes. A main limitation with the current
models is the insufficient description of the transition between the different
flow regimes that characterize the polymer rheology. Typically, Newtonian
behaviour is observed at low shear rates, followed by shear-thinning, shear-
thickening and shear-degradation regimes at increasing shear rates. Furthermore
this is complicated by the fact that the apparent viscosity of the polymer is
influenced by a combination of factors, such as adsorption, brine salinity, polymer
concentration and molecular weight.

In this work we present a core scale simulation model that is capable of
describing all the aforementioned flow regimes. The novel feature of the pro-
posed model is the inclusion of an equation to describe polymer (mechanical)
degradation. The polymer degradation rate is linked to the effective pore radius
(via permeability through a Kozeny-Carman type equation), wall shear stress,
and polymer molecular weight, Mw. The degradation results in a lower Mw,
while the polymer volumetric concentration is unaffected. The change in Mw

over a time step is found using an implicit chord method at the end of each
transport time step, and the solution is then used to update the effective poly-
mer properties. The main flow field is computed using a standard sequential
algorithm, where a linear pressure equation is solved first, followed by an implicit
saturation equation formulated in a fractional flow approach.

The model is applied to a series of laboratory experiments. Our model
explains the core data very well, taking into account that several experimental
factors have been varied such as synthetic polymer types, core length and
permeability.
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Introduction

Polymers added to the injection brine increase the aqueous phase viscosity, which leads to a reduction
in the mobility ratio between water and oil, M = λw/λo. This results in better sweep and hence, in
faster production of oil. However, many factors must be considered for the proper evaluation of a poly-
mer flooding project. Aside from more practical issues, such as economic viability and environmental
concerns, there are still many theoretical challenges remaining when it comes to predicting polymer be-
haviour inside a reservoir. In particular, we need to improve our understanding of the different rheologi-
cal flow regimes of the polymer, and how they depend upon local variations in the reservoir parameters,
such as porosity, permeability, temperature, and brine salinity. This is crucial if we are to obtain higher
predictive accuracy for simulation of polymer flooding at the field scale.

One critical factor to consider is polymer mechanical degradation in porous media. It is well documented
that when sufficient extensional forces are applied, the chemical bonds of a polymer molecule will
rupture (Maerker, 1975; Seright, 1983). This can result in a dramatic decrease in the effective polymer
molecular weight and viscosity, which will lower the EOR potential of the polymer flood. The issue of
mechanical degradation is especially critical in regions of high flow rates and in turbulent flow, such as
in the injection facilities and near the wellbore, and it has been found that the amount of polymer that
gets degraded is greatly affected by the type of high shear equipment used, such as the choice of pumps,
chokes and valves (Thomas et al., 2012). To this end, use of proper equipment can help minimize the
viscosity loss caused by polymer chain scission near the injector. However, it is important to establish
whether significant degradation can occur deeper within the formation as well, and if so, to what extent.

In order to better quantify the uncertainties surrounding a polymer flooding project, we therefore need
to include all of the relevant physics into our simulation tools. To the best of our knowledge, the com-
mercial simulators available on the market today do not provide an adequate description of polymer
degradation in porous media. In this paper, we present a core scale simulation model that covers all the
experimentally observed flow regimes, including shear thinning, shear thickening, and shear degrading
flow. A challenge with models for polymers in a porous medium is that they contain a large number
of parameters that needs to be determined experimentally. A novel feature of our model is that that we
are able to reduce the number of free parameters greatly by applying pore scale models. Thus we can
simulate the behaviour of different polymers with the same set of input parameters.

Mathematical model description and preliminary discussion

The traditional way of modeling fluid flow in reservoir simulators is to employ Darcy’s law, which for a
1-phase fluid in the absence of gravity takes the form

q =− k
η

∇p , (1)

where q is the average fluid (Darcy) velocity, k is the permeability, η is the viscosity, and p is the
pressure. However, this equation is strictly speaking only valid for Newtonian fluids, which are charac-
terized by a direct proportionality between stress and strain rate (shear rate). In contrast, the relationship
between stress and strain can for non-Newtonian fluids be very complex, with both the geometry and
the history of the flow greatly affecting the fluid behaviour (Sochi, 2010). This is clearly the situation
for EOR polymers in porous media, which have been seen to display both pseudoplastic (shear thin-
ning) and dilatant (shear thickening) behaviour, depending on the conditions. In order to properly model
polymer flooding at the core scale and the field scale, it is therefore necessary to operate with an effec-
tive viscosity, η , which will have to be a function of the local reservoir parameters, and that takes into
account both shearing and extensional contributions to the flow resistance. Complicating matters even
further, a polymer subjected to excessive amounts of stress can break, leading to irreversible damage to
the molecular structure, and thus to a permanent change in the fluid properties.
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In this work we propose the following model for the effective (apparant) viscosity, η :

η = ηs +(ηsh −ηs) ·ηel . (2)

That is, we calculate the total apparant viscosity as consisting of a viscous, shear thinning part, ηsh, and
an elongational/extensional part, ηel , where the latter will satisfy ηel ≈ 1.0 at low shear rates. Moreover,
each of the two viscosities will be related to the local rock and fluid properties. In expression (2), ηs is
the solvent viscosity.

In addition to the effects of the different flow regimes, it is important to consider the fact that polymers
can adsorb on the rock, and that large polymer molecules may be physically hindered from flowing in
all parts of the pore space. The latter effect will increase the transport velocity of the polymer through
the reservoir, and can also modify the viscosity. Furthermore, when polymers adsorb the permeability
might change, and this must be taken into account. Finally, in a field case there will, in addition to
spatial variation in permeability and porosity, be (possibly large) gradients in temperature and salinity,
stemming from differences between the injection and formation brines. Temperatures deep within the
reservoir are typically much hotter than the injected water, and the ion concentrations that are injected
are usually lower than those already present in the formation.

The rest of this article is organized as follows. First, we give a thorough account of the mathematical
model used to describe the polymer rheology in porous media, i.e., we derive expressions for ηsh and
ηel . We start by describing the shear thinning model, which we subsequently test by comparing it to
bulk rheology data from Stavland et al. (2010). Next, we present models that can be used to simulate
the shear thickening and degradation flow regimes, before we shortly discuss how polymer adsorption
can influence the permeability of the rock. Then, we summarize the entire viscosity model with focus
on numerical implementation. Finally, we apply the model to experimental core flooding data, also from
Stavland et al. (2010), and we discuss the applicability of the model. Other important factors that are
needed in the model, such as excluded volume effects and the roles of temperature and salinity, are
relegated to an Appendix at the back.

Shear thinning model and rotational relaxation time

The shear thinning behaviour of EOR polymers can normally be well matched with a Carreau-Yasuda
model (Bird et al., 1977; Yasuda et al., 1981):

ηsh −ηs

ηsh0 −ηs
= (1+(λ1γ̇)x)−n/x . (3)

Here ηsh is the shear thinning viscosity at a given shear rate, γ̇ , and ηsh0 is the shear thinning viscosity
at zero shear rate (Newtonian regime). The parameter λ1 is a time constant that determines the onset of
shear thinning (rotational relaxation time), and x and n > 0 are dimensionless tuning parameters, with
x determining the sharpness of the transition from the Newtonian to the shear thinning regime. Higher
values of x indicate a sharper transition. The Carreau-Yasuda equation can be rewritten in terms of the
specific viscosity as

ηsp = ηsp0 · (1+(λ1γ̇)x)−n/x . (4)

The specific viscosity, ηsp, provides a measure of the incremental amount of viscosity added by the
polymer relative to the pure solvent:
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ηsp = ηsh/ηs −1 . (5)

In the limit of high shear rates, equation (4) becomes a power-law model in the specific viscosity with
slope equal to −n. The parameter n is known as the shear thinning index. The values of the parameters λ1
and n will in general be valid only for a specific polymer-solvent combination at a specific temperature,
and at a given polymer concentration. Therefore, in order to reduce the amount of free parameters, it
would be of great interest to be able to relate λ1 and n to other, known parameters in the model. In
the rest of this subsection, we will propose a way to do this. Before we start, we need to introduce the
fundamental notion of the polymer intrinsic viscosity, which is a measure of the effective hydrodynamic
volume of the polymer in solution (Hiemenz and Lodge, 2007). It is defined as

[η ] = lim
cp→0

ηsh −ηs

cpηs
, (6)

where cp is the mass concentration of polymer. It is clear that [η ] has units of inverse concentration.
The polymer intrinsic viscosity is typically estimated from lab measurements by plotting the the reduced
(specific) viscosity, ηred : =ηsp/cp, versus dilute polymer concentration, and then extrapolating to cp =
0. It is common to calculate the intrinsic viscosity from the molecular weight, Mw, by means of the
Mark-Houwink equation:

[η ] = K ·Mw
a . (7)

In equation (7), K and a are constants, which in general will depend upon the given polymer-solvent
pair, and the solution temperature. For random chain polymers in good solvents, typical values of a
lie in the range 0.5-0.8 (Hiemenz and Lodge, 2007). It should be mentioned that due to the inherent
polydispersivity of many polymers, an estimate of the molecular weight based on equation (7) gives a
viscosity-averaged value of the molecular weight.

In this work we calculate the specific viscosity at zero shear rate, ηsp0, as a cubic polynomial in the
intrinsic viscosity (a modified Huggins equation):

ηsp0 = [η ]cp + k′[η ]2c2
p + k′′[η ]3c3

p = X + k′X2 + k′′X3 . (8)

The parameters k′ and k′′ are constants, and X = cp · [η ] will be used to denote the product of polymer
concentration and polymer intrinsic viscosity. Equation (8) captures the (main) effect of polymer con-
centration on the effective viscosity. The equation can further account for the viscosity altering effect of
changing the ionic concentrations, by making [η ] salinity dependent (see the Appendix).

In order to calculate the shear thinning viscosity at a given, local shear rate in the reservoir, equation
(8) is combined with the Carreau-Yasuda model introduced previously. The shear thinning index in
the Carreau-Yasuda expression depends on polymer concentration and the intrinsic viscosity and can be
formulated as a function of X (Stavland et al., 2010). We have chosen a formulation that binds n between
its physical limits, n ∈ [0,1):

n = 1− 1
1+(an[η ]cp)bn

= 1− 1
1+(an ·X)bn

. (9)

Here an and bn are tuning parameters.
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Next, we wish to obtain an expression for the rotational relaxation time, λ1. It can be calculated as λ1 =
1/2Drot , where Drot is a rotational diffusion coefficient. This diffusion coefficient can be determined
from the Stokes-Einstein-Debye equation as

Drot =
kT

8πηsR3
h
. (10)

In the above expression, the polymer in solution is treated as a rigid sphere with an equivalent hydro-
dynamic radius, Rh. Also, k = 1.38 ·10−23 J K−1 is the Boltzmann constant, and T is the temperature.
Inserting equation (10) into the expression for λ1 yields

λ1 =
4πηsRh

3

kT
. (11)

Next, we show that the hydrodynamic diameter, Dh = 2Rh, can be related to the intrinsic viscosity and
the polymer molecular weight by

Dh = (
6

2.5πNA
)1/3 · ([η ]Mw)

1/3 (12)

where NA is Avogadros’ number. Expression (12) is based on introducing an equivalent hydrodynamic
concentration of the polymer:

Φh = Φsw · cp

ρp
. (13)

That is, Φh is the effective volumetric (spherical) concentration of the polymer in solution. In equation
(13), ρp is the polymer density, and the factor Φsw = (Dh/Dsph)

3 is a ’swelling parameter’, defined as
the ratio between the effective hydrodynamic volume occupied by the polymer, and the dense spherical
volume calculated from the polymer molecular weight and the polymer density. The dense spherical
radius, Rsph, therefore satisfies

ρp =
Mw/NA

4πRsph
3/3

, (14)

which leads to:

Dsph = (
6

πNA
)1/3 · (Mw

ρp
)1/3 . (15)

The swelling parameter can be calculated from the Stokes-Einstein equation for the viscosity of a diluted
suspension of solid spheres (Rajagopalan and Hiemenz, 1997):

η
ηs

=
1+Φh/2
(1−Φh)2 ≈ (1+2.5Φh) . (16)
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We get:

ρp
η −ηs

ηscp
= 2.5 ·Φsw . (17)

Taking the limit cp → 0, we obtain an expression for the swelling parameter:

Φsw =
[η ]ρp

2.5
. (18)

By inserting the obtained expression (15) for Dsph into the relation (17), we finally end up with equation
(12). We note that expression (12) compares well with the one given in (Hirasaki and Pope, 1974), when
making the proper unit conversions.

Combining equations (11) and (12), the rotational relaxation time can now be calculated as

λ1 =
6

5R
· ηs[η ]Mw

T
, (19)

where R = k/NA is the ideal gas constant. Equation (19) suggests that λ1 should be independent of
polymer concentration. However, this is in contrast to experimental data found in the literature, which
indicate sensitivity of λ1 to cp (Chauveteau, 1986). To account for increased relaxation time caused
by interaction forces between polymer molecules at higher concentrations, we replace [η ] with the first
order approximation:

[η ]≈ ηsp0

cp
. (20)

Thus, the final expression used in the simulation model becomes

λ1 = λa ·
ηsηsp0Mw

cpT
, (21)

where we use the prefactor λa as a tuning parameter. The theoretical value is λa = 6/5R = 0.144 in
SI units. From equation (21), the rotational relaxation time can be predicted for any temperature and
polymer concentration. Moreover, the formula accounts for changes in the polymer molecular weight as
a result of degradation. The remaining input parameters required to calculate λ1—k′, k′′, K, and a—may
be varied among different polymers, but they should be known from bulk rheology measurements.

Shear thinning model versus bulk rheology data

The shear thinning model was matched with bulk rheology data for the different hydrolyzed polyacry-
lamide (HPAM) polymers investigated in Stavland et al. (2010). The polymers are listed in table 1 using
a four digit name indicating their molecular weight (two first digits) and hydrolysis degree (two last
digits), e.g., 2030 indicates an average molecular weight of 20MDa, with 30% degree of hydrolysis. For
most polymer types the data were recorded at 7 different concentrations in the range from 250 ppm to
5000 ppm, and at shear rates from 0.1 s−1 to 500 s−1.
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Figure 1 Left: Shear index n obtained for the dataset fitted with an = 0.063 and bn = 0.804. Right: λ1
from the second match. The line represents the model with λa = 0.350 K mol−1 J−1.

The model parameters were estimated, for one polymer at the time, by minimizing the sum of squared
relative error between calculated and measured ηsp for all datapoints covering variation in concentration
and shear rate. The minimization was first done with a minimum of constraints. The expression for
the shear thinning index, equation (9), was fitted to the result in the left plot of figure 1. Then, the
minimization was repeated with fixed shear thinning index parameters.

In the right plot of figure 1 we see the matched values of λ1 versus the scaling group Xc =ηsηsp0Mw/cpT
on a log-log plot, see equation (21). The line in the figure indicates a constant λa parameter that matches
the higher λ1-values. Attempts to fix the λa parameter among all polymer types resulted in somewhat
poorer match to the simulated coreflood experiments presented later.

Shear thickening model

Although polymers tend to display shear thinning behaviour in capillary tubes, the apparent viscosity
in porous media has frequently been seen to increase with increasing shear rate. This flow behaviour,
which has become known as shear thickening in the literature, can be explained as an an elastic effect
due to elongation and contraction of the polymer molecule as it moves through the medium. When the
polymer passes through a narrow pore throat, its shape in solution will be deformed, and it will take
some time for it to regain its original conformation. If the time scale of deformation is comparable
to the residence time inside a typical pore, shear thickening behaviour will occur. This effect has also
been observed in capillary tubes with an abrupt contraction and in channels with varying cross-sections
(Chauveteau and Moan, 1981; Chauveteau, 1986; Buchholz et al., 2004). For the case of capillary tubes,
it is believed that the increased flow resistance is caused mainly by the sharp acceleration at the entry
point of the tube, due to the abrupt change in the diameter at the capillary entrance (Chauveteau, 1986;
Al Hashmi et al., 2013).

As with shear thinning flow, there seems to be a critical shear rate at which shear thickening flow occurs.
This shear rate can be given as the inverse of λ2, where λ2 is a relaxation time that determines the time
for the onset of elongation. The elongational viscosity is in this paper calculated according to

ηel = (1+(λ2γ̇)x2)
m+n
x2 , (22)

where x2 is a tuning parameter for the transition to the new flow regime, and m is an exponent fitting
parameter. The motivation for the model can be seen from figure 2. In this figure we have plotted
the logarithm of the apparent specific viscosity of a polymer solution versus the logarithm of the in-situ
porous media shear rate, using data from one of the dual core experiments in Stavland et al. (2010). From
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the figure, the graph looks approximately linear for shear rates following the onset of shear thickening.
A combination of the formulas (2), (3), and (22) yields

ηsp = ηsp0 ·
(1+(λ2γ̇)x2)(m+n)/x2

(1+(λ1γ̇)x)n/x , (23)

which for λ2γ̇ ≫ 1 predicts that ηsp ∝ γ̇m, i.e., that logηsp is a linear function of log γ̇ with slope m. The
plot in figure 2 was typical for all experiments investigated, and the estimated maximum slope m in the
shear thickening region was found to be fairly constant among the different cases, with values lying in the
range m= 1.5±0.2. (11 samples). The maximum slope of the declining part (purple line in figure 2) was
0.49± 0.09. Note that the results in the figure represents average properties integrated over the length
of the core plug. Since all investigated core plugs were of the same length (7cm), some interesting
observations can be made from the intersection point between the two curves shown in figure 2. The
average shear rate at this point (9 samples, two outliers removed) was 1480± 550 s−1, while average
shear stress, calculated as Fs = γ̇ ·η , was 54±5 Pa. This strongly indicates that shear stress at the pore
surface rather than shear rate governs the degradation. The tests compared here are all from the first core
in the dual core experimental setup. Results for the second core essentially overlap the results for the
first core in the elongation region, while the declining part shows a parallel shift downwards.

1.5 2.0 2.5 3.0 3.5 4.0 4.5
log(γ̇pm)

0.0
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g(
η s
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Figure 2 In-situ rheology of the 1030 polymer in a 0.299 D Berea sandstone core. The slope of the green
line, which represents the maximum slope in the shear thickening region, was found to be m = 1.5. Note
that this plot represents averaged parameters, i.e., it is based on measured pressure drops across a full
column of length L ≈ 7.0cm. The effective shear rate in porous media, γ̇pm, was calculated according
to equation (47).

Similarly as for the rotational relaxation time, we wish to derive an expression for λ2 in terms of more
fundamental quantities. The ideal situation would be if we could find a general expression that would
apply to a wide class of polymers, and that could be used at varying reservoir conditions, e.g. at different
permeabilities and temperatures.

We take as our starting point a simplified picture of the pore scale geometry, see figure 3. In the figure
we consider a situation where a polymer encounters a restriction inside the porous medium, i.e., a sharp
reduction in the pore radius. When the polymer molecule enters the narrow pore throat, it is believed
that it will undergo a sharp coil-stretch transition at the entry point, whereby the conformation of the
polymer molecule will change from a coiled state to a more elongated one (De Gennes, 1974). This
will increase the flow resistance, and hence the measured pressure drop, over the constriction. Once
the polymer molecule enters back into a larger pore body, thermal forces will push it back towards its
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equilibrium coil conformation. Whether this is achieved depends upon the residence time inside the pore
body.

Figure 3 A narrow pore throat surrounded by two larger pore bodies. As the polymer enters the con-
striction, it will be deformed.

To compute the pore residence time, we assume a pore length Lp equal to the characteristic grain size
Dg of the medium obtained by a Kozeny Carman equation. The Kozeny Carman approach consists in
converting from a capillary tube representation of the porous medium to a medium of spherical grains by
preserving the medium surface area, SA. The relation between the effective pore radius Rp and effective
grain size is SA = 2φ/Rp = 6(1−φ)/Dg (Lake, 1989). Then we can write

Lp

Rp
= 3 · 1−φ

φ
, (24)

where φ is the porosity. The residence time can therefore be computed as

τr =
Lp

vp
= 12 · 1−φ

φγ̇c
, (25)

where γ̇c = 4vp/Rp = 1/λ2 is the critical shear rate, and vp is the average pore velocity. The critical
shear rate is obtained when the elongational relaxation time of the polymer, τel , is of the same order of
magnitude as τr (Chauveteau and Moan, 1981; Chauveteau, 1986). The elongational relaxation time is
the time it takes for the polymer molecule to regain its original shape after deformation, and it can be
related to a translational diffusion coefficient, Dt , by

τel =
2R2

h
Dt

, (26)

where Rh is the hydrodynamic radius introduced earlier. In other words, τel is the time it takes for the
polymer to diffuse a length equal to its effective size in solution. The translational diffusion coefficient
can further be calculated from the Stokes-Einstein equation (Chauveteau, 1986):

Dt =
kT

6πηsRh
. (27)

The ratio between the two time scales can be quantified by introducing a Deborah number:
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NDe =
τel

τr
. (28)

In the literature the critical Deborah number for the onset of shear thickening has been estimated from
theoretical models to be 0.5 (Haas and Durst, 1982). Combining equations (12), (24), (25), (26), (27),
and (28), we end up with the following expression for the time constant, λ2:

λ2 =Cel ·
3

10R
· φ

1−φ
· ηs[η ]Mw

T
, (29)

where Cel = 1/NDe. In the simulation model, Cel is used as a model tuning parameter, and we found
that Cel = 4 gave a good match. With the definition of the Deborah number given here, this corresponds
to NDe = 0.25. As with λ1, the formula for λ2 can be used to predict the onset of shear thickening at
various conditions, and for different polymer types.

Shear degradation model

As the flow rate is increased further beyond the critical rate for onset of shear thickening, experiments
indicate that the viscosity reaches a ’maximum level’, after which there is a sharp decline in viscosity
at yet higher rates, see figure 2. This is because of polymer mechanical degradation in porous media.
At sufficiently high stresses, the chemical bonds of a polymer molecule will break, causing a reduction
in the effective molecular weight and apparent viscosity. It has been observed that this chain scission
happens more rapidly for polymers with higher molecular weights. Indeed, multiple investigators have
reported a critical strain rate for the onset of chain scission (fracture), ε̇ f , that scales as a power-law with
the weight-average polymer molecular weight (Keller and Odell, 1985; Odell et al., 1988; Nguyen and
Kausch, 1991; Buchholz et al., 2004; Vanapalli et al., 2006; Dupas et al., 2012):

ε̇ f ∝ M−k
w . (30)

This power-law dependence has been seen for both turbulent and laminar flows, although the numerical
value of the scaling exponent can vary depending on the flow pattern, as well on differences in solvent
quality (Vanapalli et al., 2005). The strain rate used by e.g. (Dupas et al., 2012) is proportional to our
porous media effective shear rate, ε̇ ∝ γ̇pm. We would therefore expect the onset of shear degradation to
occur at a critical shear rate, γ̇ f , as indeed seems to be the case, based on the intersection point found in
figure 2 and others like it. However, as we have already seen, γ̇ f is a system dependent parameter whose
value can vary greatly from case to case. On the other hand, based on our data we saw that the onset of
degradation happened at relatively constant values of stress, Fs.

In order to develop a mathematical model for polymer chain rupture, we assume that most of the degra-
dation takes place close to the rock surface, where the shear force is large, and that it decreases away
from the surface where Fs is lower. The degradation rate in taken to be proportional to the rock specific
surface area, which is S0 = rock surface/pore volume = 2/Rp for a capillary tube. The implication of
this term is that at a given shear stress, Fs = ∇p ·R/2, the polymer will degrade faster in a low permeable
rock with smaller Rp (∇p is the pressure gradient along the direction of the tube).

In the simulator we model the mechanical shear degradation by introducing a parameter frup, which is
the fraction of polymer molecules that rupture per time unit. It is calculated as

frup = (rdeg ·Fs)
αd · 2Mβd

w

Rp
, (31)
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where rdeg is a rate constant, that together with Fs characterizes the onset and magnitude of degradation.
The parameters αd and βd are used to scale the dependence of chain scission kinetics on, respectively,
the applied force and polymer molecular weight. In the absence of data to suggest otherwise, we set
βd = 1.0. In the simulations we used a value of rdeg = 0.0015 for the rate constant, assuming that Fs
in equation (31) were in units of Pa, Rp in µm, and Mw in MDa. The molecular weight is now updated
according to the differential equation

dMw

dt
=−Mw · frup . (32)

A novel feature of the proposed approach is that the polymer is represented by two components in the
simulator:

1. A volumetric polymer concentration, cp/ρp (recall that cp is the mass concentration), and

2. A molar polymer concentration, cmol (e.g. mol l−1).

Equations (31) and (32) establish a mathematical relation between the porous medium effective shear
rate, and the molecule rupturing rate. The result is an increased molar concentration and a corresponding
reduction in molecular weight since the volumetric concentration is unchanged:

cmol =
cp

Mw
. (33)

Once a new value for Mw has been found, the polymer intrinsic viscosity is updated using the Mark-
Houwink equation (7).

Polymer adsorption and residual resistance factor

We model polymer adsorption as an irreversible process given by a Langmuir isotherm:

Ap =
bcpQm

1+bcp
. (34)

In equation (34), Ap is the polymer concentration adsorbed on the rock and Qm is the maximum adsorp-
tion capacity, both expressed as a fraction of the total pore volume. The parameter b determines how fast
the adsorption occurs, i.e., at which polymer concentration the plateau, Ap = Qm, is reached. Polymer
adsorption can lead to permeability reduction, which is typically quantified in core floods by introducing
the residual resistance factor, RRF . It is calculated as

RRF =
kw

kw2
, (35)

where k = kw is the initial permeability to water before polymer injection, and kw2 is the post-flush
water permeability. However, for simulation purposes we need to be able to have a spatially varying
permeability reduction. We have tested two models for relating RRF to the adsorbed amount of polymer,
which we introduce shortly here (see Appendix for more details). Let Apt denote the effective volume
fraction of the total pore space that is occupied with polymer. We then compute RRF according to
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RRF =
1

(1−Apt)2 . (36)

In model I, which is independent of shear rate, we compute Apt as

AI
pt = frk f ·

ApΦsw

(1− IPV0)
, (37)

where Φsw is the swelling factor defined in equation (18) computed from the molecular weight of ad-
sorbed polymer, which can differ significantly from Mw in solution. Equation (37) models the extension
of adsorbed polymer molecules into the solution. The term IPV0 is the fraction of the pore volume that
is totally inaccessible to the polymer (see Appendix), and frk f is included as a tuning parameter. The
investigated dataset provides no information about adsorbed polymer, so in the simulations we used
frk f = 1 and adjusted Qm to approximate experimental RRF .

Model II should be regarded as a test of one possible method which can improve the match of experi-
mental effluent viscosity (see the section on simulation results). In this model, Apt is made a function of
shear rate. We have tested the following expression:

AII
pt = frk f ·

Ap

(1− IPV0)
· ((Φsw −1) fsh +1) . (38)

For simplicity, we relate fsh to a time constant in the same way as for the shear thinning and shear
thickening viscosities:

fsh = (1+(λ3γ̇)x3)−n3/x3 . (39)

That is, at low flow rates we will have fsh ≈ 1.0, and polymer molecules adsorbed at the pore wall extend
fully into the solution. On the other hand, as the flow rate increases, more and more of the polymer will
be forced closer towards the surface, resulting in less pore blocking. In formula (39), x3 and n3 are
constants, and we take λ3 to be proportional to λ2. Moreover, we assume that the onset of this effect
happens at a higher shear rate than the critical shear rate for the onset of shear thickening, i.e., that
λ2 > λ3. For the simulations presented in this paper, we have used λ2/λ3 = 8.

Numerical solution of the polymer model

We have implemented the polymer viscosity model in an in-house simulator at IRIS, IorCoreSim. This
simulator, which is written in C++, has the capability to simulate a variety of EOR processes for two-
phase flow in porous media. The main flow field is obtained from a finite-difference discretization,
using a sequential solution method for pressures and saturations (Watts, 1986). First the pressure fields
are calculated using a linear pressure equation, keeping the saturation-dependent variables fixed at their
values from the previous timestep. Next, the phase velocities computed in the first step are updated by
solving an additional saturation equation for the water saturation. The saturation equation is formulated
in terms of the fractional flow of water, and it is solved implicitly with respect to the saturation dependent
variables kr (relative permeability) and pc (capillary pressure), whilst keeping the oil pressure and total
flowrate from the pressure solution fixed.

Once the flow field has been obtained for a global timestep, the transport of the individual species, in this
case the brine and polymer components, is performed explicitly using operator splitting. First, the total
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concentration of polymer is updated in each grid cell. Next, polymer adsorption is computed, followed
by an update of the solution viscosity and the RRF factor. The viscosity algorithm used for a grid block
during a transport timestep, ∆t, can be roughly summarized as follows:

1. Compute in-situ shear rate using current flowrate and RRF from the previous timestep.

2. Compute the intrinsic viscosity in terms of the effective salinity of the brine (see Appendix).

3. Calculate an initial value for the viscosity-averaged polymer molecular weight, M0
w, based on the

newly updated molar and volumetric concentrations, see equation (33).

4. Find the polymer concentration to be used in the viscosity calculations (correct for inaccessible
pore volume and/or depletion layer, see Appendix), and calculate polymer apparent viscosity as a
function of polymer concentration, shear rate, and depletion layer. Next, add the effect of elon-
gation. The degradation is solved implicit in time with respect to Mw, by employing an iterative
algorithm where in each iteration the full viscosity model is calculated. The initial value for Mw
estimated in step 3 is used as a starting point.

5. If adsorption is included, calculate RRF.

The crucial step that necessitates an iteration loop is the solution of equation (32). This is because most
of the parameters in the model are functions of Mw. We discretize (32) as

Mw =
M0

w

1+∆t · frup(Mw)
, (40)

where M0
w is the molecular weight before degradation is included, and Mw represent the unknown value

when degradation over the last time step is included. We solve (40) using a modified false position
(’regula falsi’) chord method, also known as an ’Illinois-type’ method (Ford, 1995).

Simulation results and final discussion

We applied the model to some of the experiments performed in Stavland et al. (2010). The selected
experiments cover variations in molecular weight from 5 to 20MDa, and in permeability from 130 to
2000 mD. The hydrolysis degree was the same, 30 %, for all the polymers. The experiments were
designed to investigate the elongation and degradation flow regimes. For the shear thinning model, indi-
vidual input parameters were used, see table 1. The adsorption capacities were adjusted to obtain RRF
factors close to the experimental values, but the values listed (table 5) are consistent with what would
be expected from variation in permeability. The rest of the model parameters describing elongation and
degradation were kept fixed among all cases (table 2). For all simulations, we compared predicted re-
sistance factors, RF , to the ones obtained from the experimental data. The resistance factor, or mobility
reduction factor, is defined by

RF =
λw

λp
=

∆p
∆pw

. (41)

That is, RF is the ratio of the water mobility prior to polymer injection, λw = kw/ηs, to the polymer
mobility at the same rate, λp = kp/η . If the residual resistance factor, equation (35), can be considered
a constant for a given medium, we obtain the following relation between RRF and RF:

RF =
η
ηs

·RRF = ηrel ·RRF . (42)
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All the investigated polymers were mixed with synthetic sea water (SSW), with ionic concentrations
reported in table 3. As a result, we could represent the brine by a single component, using a constant
viscosity of ηs = 1.07 mPa s at room temperature, T = 20 ◦C. The polymer-brine solutions were injected
into different serial mounted sandstone cores, with properties given in table 4. All of the cores were
cylindrical, with a length of approximately 7cm, a diameter of 3.8cm, and a porosity close to 20%.
The solutions were flooded at a variety of rates, and steady-state differential pressures were recorded
over both cores, which we will denote by Core 1 and Core 2, respectively. The polymer solutions were
injected at a polymer concentration of 1500 ppm.

We simulate the experiments starting with the experimental initial rate because, in some of the exper-
iments, initial rate seemed to be in the lower end of the degradation regime, which affects molecular
weight of adsorbed polymer, and consequently RRF . After that, the injection rate was stepwise in-
creased from low to high value, and finally a post-polymer water injection was simulated. Simulated
values of in particular RF, but also shear rate and RRF, showed decreasing trends from inlet to outlet of
the core. Thus, to compare with experimental results, these properties are computed in the same way as
used for the experiments, from total pressure drop over the core and the flowrate. RRF is first computed
from the final water flood data, then, for each flowrate, RF and η can be computed using the equations
(41) and (42), while the shear rate is computed from equation (47).

In addition to estimating RF and RRF factors, polymer samples were collected at the effluent, at dif-
ferent injection rates. These samples were subsequently analyzed in a rheometer at low shear rate, to
characterize the extent of degradation. Initially we matched the experimental RF profiles by tuning the
degradation model and assuming constant RRF, model I (equation (37)). Although good reproduction of
RF were obtained at all flow rates, computed viscosities using simulated effluent Mw were substantially
lower than the experimental values, as can be seen from figure 4. Since RF is a product of viscosity
and RRF , equation (42), the intuitive idea is that if viscosity is higher, RRF must be reduced to obtain
the same RF value. This was the motivation for introducing model II with rate dependent RRF , equa-
tion (38). The difference between the two models is illustrated in figure 4, where we have compared
the experimentally determined effluent viscosities with values predicted from the simulator for the 1530
polymer.
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Figure 4 Effluent viscosities for the 1530 polymer, measured from bulk samples collected at the effluent.
The data are taken for the case where Core 1 and Core 2 had permeabilities of 721.7 mD and 612.8 mD,
respectively. The red dots are experimental datapoints, whilst the solid line was obtained from the
match with the model for shear dependent permeability, model II. The stippled lines represent the shear
independent model, model I.

Based on figure 4, the shear rate dependent model (model II) is able to reproduce both effluent polymer
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Figure 5 Resistance factors plotted versus flow rate for 4 different polymer types, with Mw varied from
5 to 20 MDa. Stippled lines are from the simulator, whereas the points are derived from experimentally
measured ∆p and Q.

properties and RF satisfactory (shown later). We conclude that rate dependent RRF is a good candidate
for explaining what goes on inside the core, but it is not the only possible mechanism. Another possible
explanation, which remains to be tested, is the choice of the Mark-Houwink exponent, a, from equation
(7). Since this exponent is expected to vary depending on the polydispersivity of the polymer sample,
or more precisely on the shape of the molecular weight distribution, it implies that the standard values
found in the literature may not apply once a polymer has been significantly degraded, especially if the
shape of the distribution has been heavily altered. By decreasing a, the polymer will lose less of its
viscosity when degraded. The polymer will be degraded more (to a lower Mw), but may still result in an
increased effluent viscosity.

It should be remarked that there are several experimental uncertainties that can make a proper estimation
of the residual resistance factor difficult, such as excess pressure drops being measured during the post-
polymer phase (Seright et al., 2011). Another issue, which may potentially be misleading, is that the
RRF factor may not be a constant at all, but may rather depend on the applied flow rate. This is what
we have explored with our model II. However, we remark that a predictive simulator needs to take the
permeability reduction effect into account, as it would otherwise be impossible to match the observed
pressure drops. The same applies to the other mechanisms modeled in the simulator, i.e., although there
are considerable uncertainties in the precise values used for many of the input parameters in the model,
they all need to be included if predictive capabilities are to be achieved. What is important for us here,
in order to properly compare theory with experiment, is that the RRF factors obtained from the final
water injections are reasonably close to the experimentally recorded values. A comparison between
experimental and simulated RRF factors is given in table 5.

In figure 5, we have compared model versus experimental RF values for 4 different polymer types, all
with a hydrolysis degree of 30%, but with varying molecular weight. We observe that the model is able
to capture the main trends of the different experiments, although the result for the 530 polymer is not as
good as the others. The resistance factors are slightly over- or underestimated, depending on the case,
but overall the match is remarkably good when we take into account that the input parameters used in
the shear thickening and shear degradation models were kept constant for all polymer types.

In order to look more closely at the effect of permeability, we have studied three of the experiments in
more detail. In figure 6, we have plotted the simulated and experimental RF values for the synthetic
1530 HPAM polymer. We obtain a good match for Core 1, but the simulator overpredicts RF in the
second core. About half of the decrease in RF , going from Core 1 to Core 2, is captured. One may also
observe that the increasing part of RF is well matched for both cores in all three experiments, and that
the horizontal shift of the curves due to different permeability is very well captured. Overall, considering
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Figure 6 Resistance factors for experiments performed with the 1530 HPAM polymer in 3 different serial
core systems. The permeability varied from 136 mD to 2000 mD.
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Figure 7 Resistance factors plotted versus shear rate for 4 different polymer types. Stippled lines are
from the simulator, whereas the points are derived from experimentally measured ∆p and Q.

experimental and model uncertainties, we find the result to be acceptable, as the trends are captured very
well for all 3 permeabilities, and for both cores.

In figures 7 and 8 we replot some of the results from figures 5 and 6, respectively, but this time by using
shear rate on the x-axis. Compared with figure 5, the profiles in figure 7 have a more even distribution of
the onset of elongation, which is essentially a function of the polymer Mw and [η ], while the declining
part of the curves come closer together. For the case of variable permeability, figure 8, we observe that
the curves fall more on or less in line when plotted versus shear rate. This is as expected from the model,
where the onset of elongation is not affected by permeability. There is a difference in RF level at low
shear rate, which can be explained by permeability dependent effects of a depletion layer (see Appendix)
and by differences in RRF , see table 5.

As remarked previously, the molecular weight for the adsorbed polymer can be very different from the
corresponding value of the flowing polymer. Since polymer adsorption is modeled as irreversible, it is
the polymer from the first round of injection that sticks to the wall. This means that the RRF factor in our
model becomes a function of the initial flow rate. The difference between bulk and adsorbed polymer
molecular weight is illustrated in figure 9, where we plot Mw versus distance along the core for one of
the experiments. From the figure, we see that the polymer in bulk solution is quickly degraded near the
inlet of the first core plug, with progressive degradation at increasing flow rates. Figure 9 also shows
that the degradation continues well into the second core. In contrast, the adsorbed polymer retains a very
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Figure 8 Resistance factors plotted versus shear rate for experiments performed with the 1530 HPAM
polymer in 3 different serial core systems. Stippled lines are from the simulator, whereas the points are
derived from experimentally measured ∆p and Q.

high molecular weight throughout the core, as the adsorption happened at a lower rate when not much
polymer was degraded.

Core 1 Core 2

Figure 9 Molecular weight as a function of distance for the case of the 2030 HPAM polymer in the
823.6 mD and 800.4 mD dual core system. The spatial profile of the adsorbed polymer molecular weight
is represented by the blue, solid line. The three stippled lines show spatial profiles of Mw at 3 different
rates, all higher than the initial rate at which the adsorption occured.

Finally, we show an example of what can happen at low shear rates. In figure 10, we clearly see that the
predicted RF factors are larger than the bulk viscosity for the low permeable core, whereas the predicted
apparent viscosity curves lie well below the bulk viscosity curves (figure 11). The reason for the large
difference between RF and η for this core is the high RRF = 6.3. And, we see that the bulk viscosity is
closer to both RF and the apparent viscosity in the high permeability case, as expected due to the lower
RRF = 2, and since the effect of a depletion layer become smaller at higher permeability. These plots
illustrate nicely how the effects of permeability reduction and depletion layers of polymer can alter the
in-situ rheology of the polymer. However, we should point out that the experimental data at the lowest
shear rates were of rather poor quality. Therefore, the clear differences shown in figures 10 and 11 may
not be as large in reality.
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Figure 10 Resistance factors versus shear rate for experiments performed with the 1530 HPAM polymer
in high and low permeability cores. The green solid lines represents the predicted bulk viscosity of
undegraded polymer at the same shear rates.
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Figure 11 Polymer apparant viscosity, η , versus shear rate for experiments performed with the 1530
HPAM polymer in high and low permeability cores. The green solid lines represents the predicted bulk
viscosity of undegraded polymer at the same shear rates.

Final remarks

We have introduced a mathematical model for simulating polymer flooding at the core scale. The model
covers all the commonly observed flow regimes, such as shear thinning, shear thickening, and shear
degrading flow. We have suggested possible equations for describing how the onset and duration of
these flow regimes depend upon the reservoir parameters, which is needed for upscaling the results to
the field.

By employing the model, we were able to obtain reasonable matches for a wide range of experiments,
using different polymer types and core samples with varying permeability. It is worth pointing out the
decent predictions that were obtained for two consecutive cores in the tested serial core systems. Even
more important is the fact that so many of the input parameters were kept constant. As shown in table 2,
the simulation model for the shear thickening and shear degradation flow regimes were based on a single
set of input parameters for all polymer types tested. Thus, for polymers of the type investigated here at
least, the model can be a useful tool to investigate the EOR potential of polymer flooding projects under
varying reservoir conditions.

Our model predicts noticable degradation in both cores. However, as we used a linear 1D geometry,
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the results are not directly transferable to the field. Near a well, the flow is approximately radial, which
means that the flow rate, and hence the shear stress, will rapidly decrease away from the injector. As
a consequence, less polymer will be predicted to degrade in a real field case when this is taken into
account.

In future work, it might be interesting to apply the model to larger geometries, i.e. to model a pilot
project and/or a field case. Furthemore, the effect of changing the solution salinity should be tested, as
most EOR polymers are very sensitive to the ions present in the water, particularly divalent ions. To this
end, a possible avenue for research could be to combine the model with a code for simulating aqueous
geochemistry, for example in order to investigate a combined low salinity and polymer flood.
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Appendix

Excluded volume effects

A common observation in polymer flooding experiments is that polymer travels a higher flow rate than its
solvent (water). This has been attributed to the large molecular size of the polymer molecules (Dawson
and Lantz, 1972). If a rock contains a significant amount of small pores, not all of them will be available
for polymer flow. As a result, the effective porosity to the polymer will be smaller than that of the
solvent. This can be modelled by introducing an inaccessible pore volume, IPV0.

It has also been noticed that at low shear rates, the effective viscosity in a core sample can lie below
the corresponding value measured in bulk solution (Chauveteau, 1981; Omari et al., 1989; Chauveteau,
1986). This behaviour indicates a parallel flow of water depleted on polymer beside a flow of polymer
rich solution. The flow of water may take place inside the micropores (IPV ) and/or in a polymer depleted
layer at the pore surface. The idea here is that due to entropic considerations, large polymer molecules
will be sterically excluded from layers of fluid close to the rock surface, preferring to flow near the
centre of the flow channels in the pores. Both types of inaccessible pore volume will tend to accelerate
the velocity of the polymer compared to the velocity of the solvent.

In our model we consider both types, i.e., we calculate

IPV = IPV0 + IPVd · (1− IPV0) , (43)

where IPV0 denotes the fraction of micropores that are inaccessible to polymer, and IPVd denotes the
volume fraction of the depletion layer in the pores accessible for polymer. Next we assume negligible
flow of water in the micropores, so the handling of IPV0 is straightforward. The handling of IPVd is
more involved, and we only sketch the method here.

The flow in a capillary tube, representing a fraction 1− IPV0 of the total volume, is divided in a pure
water phase and a polymer rich phase, with fractional flows of fws and fps respectively. The water flows
in a layer at the tube surface with thickness δ . The fractional flows are obtained by integrating the
Hagen-Poiseuille equation over the capillary tube using constant properties (viscosity) for the polymer.
These results are combined with a single fluid solution for the capillary tube, and the apparent polymer
viscosity in the tube, ηpa, is obtained by requiring the same pressure gradient along the tube. We can
then show that
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ηpa =
ηp

Mν − (Mν −1)E2
PVd

(44)

where Mν = ηp/ηs, and EPVd = 1− IPVd = (R−δ )/R)2, with R being the tube radius.

We also need to handle the polymer concentration. Injected concentration is split into a polymer rich
phase with concentration cpp and a water rich depleted layer at the pore surface where we assume zero
polymer concentration. The average concentration in the rock is cp, and c⋆p denotes the concentration
after excluding the constant part of the inaccessible pore volume. The relations between the different
concentrations are given by

c⋆p =
cp

EPV0
= cpp ·EPVd (45)

Note that the polymer concentration used in all viscosity calculations is cpp, which will be higher than
the injected concentration when the depletion layer model is activated. Using the capillary tube model,
the interior polymer rich part in the capillary tube travels at a higher velocity due to the depleted layer.
To capture this we define an effective polymer concentration, cpe f , to be used in the transport equation
for polymer. Mass balance considerations require the effective concentration (at steady state) to be equal
to the injected concentration, cin j

p . Applying the mass balance, and combining with equation (45) and
expressions for fws and fps (not shown here), yields the following expression for the effective polymer
concentration:

cpe f = cp ·
1

EPV0
· 2Mν(1−EPVd)+EPVd

Mν − (Mν −1)E2
PVd

. (46)

The thickness of the depletion layer is computed as δ = fdpl ·Rh, where Rh is half the hydrodynamic
diameter given in equation (12), and fdpl is a tuning parameter set equal to 1 in all the simulations.

Calculation of effective pore radius and in-situ shear rate

The shear rates experienced by the polymer molecules will vary drastically depending on the local
conditions in the reservoir. In this paper we have used the following correlation to calculate an average
(effective) shear rate in porous media:

γ̇ = γ̇pm =
4αcQ

A
√

8kφ
·
√

RRF
1− IPV0

. (47)

Equation (47) is based on a model of the porous media as a bundle of capillary tubes, and the parameter
αc is a tuning parameter to account for variations in the pore geometry, whereas Q is the Darcy flow
rate, A is the cross-sectional area, and k is the permeability. We have explicitly included the fraction of
pore volume that is totally inaccessible to the polymer, IPV0, into the calculation of γ̇pm, as well as the
permeability reduction factor (equation (36)).

The effective pore radius for the flowing polymer, Rp, is calculated accordingly:

Rp =

√
8kτ2

φ
· 1√

RRF(1− IPV0)
. (48)
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We should stress that we have no measurements of the IPV factor in our experiments. For convenience
we have simply set it to a value of 0.1, i.e. we assume that 10 % of the pores are too small for the
polymer to enter. Small variations in αc and IPV0 do not greatly affect the results. However, there was
a significant variation in the RRF factors estimated from the different experiments. In order to properly
match the post-polymer flood pressure drops, we therefore needed to explicitly model the permeability
reduction.

More on polymer adsorption and the permeability reduction model

By looking at the expression for the effective pore radius, equation (48), we see that the permeability
scales linearly with R2

p/φ . Both of these factors are reduced by a factor 1−Apt when adsorbed polymer
is introduced, and this justifies the use of equation (36). Moreover, it is not enough to simply take
Apt ≈ Ap, because this does not consider the swelling (volumetric extension) of the adsorbed polymer
inside the pores. Had we used Apt ≈Ap, we would have to model unrealistically high levels of adsorption
in order to match the experimentally determined RRF factors.

A more realistic model might also allow for desorption and re-adsorption of polymer molecules, in line
with experimental data from the literature that suggests continuous exchange of lighter molecular weight
species at the wall with higher molecular weight species from the solution (Chauveteau and Lecourtier,
1988). However, in this work we were only able to estimate the adsorption indirectly. We have therefore
not considered such an extension to the model, as more data would be needed to properly test it.

We should also mention that in the model the adsorption capacity, Qm, is scaled with
√

φ/k, since a
smaller effective pore size results in a larger available surface area for adsorption, see equation (48). A
value of Qm is specified at reference values kre f and φre f , and Qm at arbitrary k and φ becomes

Qm = Qm(k,φ) = Qre f
m ·

√
kre f

k
·
√

φ
φre f

. (49)

The ability to vary Qm is important for upscaling to the field, since there are large variations in perme-
ability and porosity in the reservoir.

Effective salinity model

The effect of solution salinity is included in the simulator by making [η ] in equation (8) salinity de-
pendent. For the present purposes, we calculate [η ] as a power-law of an effective salinity parameter,
Cs:

[η ] = [η ]re f ·Cαs
s . (50)

The parameter [η ]re f is a reference intrinsic viscosity, calculated from the polymer molecular weight,
and αs is a fitting parameter which can be obtained as the slope of the intrinsic viscosity versus ef-
fective salinity on a log-log plot. The effective salinity is calculated as a weighted sum of the ionic
concentrations in the solution:

Cs = ∑
i

Ciβi . (51)

Here βi is a constant that varies according to the valence of ion i, and Ci is the molar concentration. NaCl
is used as a reference salt with βNa = βCl = 0.5 so that Cs for a pure NaCl electrolyte becomes equal to
the molar concentration. Other ions have βi expressing their relative strength to either Na+ or Cl−. A
common method is to set Cs equal to the ionic strength
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I =
1
2 ∑

i
Ciz2

i , (52)

which would put more weight on divalent ions and in our notation have βCa = 2. Investigation on
interaction forces between ions and charged surfaces like clay or charged molecules like surfactant have
shown that not only the valence, but also the hydrated sizes of the ions are important (Puerto and Reed,
1990). The ionic strength expression may severely underestimate the effect of divalent ions and Stavland
et al. (2010) used a ’modified ionic strength’ where the power of the valence term was allowed to be
higher than 2 for divalent ions. The presented data indicated an order of magnitude higher effect from
Ca2+ on the polymer viscosity, i.e., βCa ≈ 20.

Temperature effects

In the current model, it is assumed that the main temperature dependence of the effective viscosity
is through the viscosity of the solvent, which is computed according to an (exponential) Arrhenius
equation. Additionally, we have seen that both relaxation time constants, λ1 and λ2, are inverse functions
of temperature, as they are related to diffusion. However, as we have only considered experiments
performed at room temperature (20 ◦C), more experimental data is needed in order to test this part of the
model.
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Tables

Table 1 Matched parameters for the bulk shear thinning model. All the simulated HPAM polymers had
a hydrolysis degree of 30 %, and the Mark-Houwink exponent was set to a = 0.6 for all four polymers.

Polymer Mw [MDa] [η ] [ml g−1] k′ k′′ λa [K mol−1 J−1] an bn x

530 5 1467 0.01 0.12 0.722 0.063 0.804 1
1030 10 2275 0.22 0.049 0.803 0.063 0.804 2
1530 15 2424 0.247 0.091 0.306 0.0782 0.56 1
2030 20 3750 0.01 0.077 0.350 0.063 0.804 1

Table 2 Model input parameters that were kept fixed in all cases. Note that the value for the rate constant,
rdeg, listed here is based on equation (31) with Fs in units of Pa, Rp in µm, and Mw in MDa.

Parameter Value Explanation

IPV0 0.1 Inaccessible pore volume (constant part)
fdpl 1.0 Tuning parameter used in depletion layer model
frk f 1.0 Tuning parameter for size of adsorbed layer
τ2 = (Lt/L)2 3.0 Tortuosity factor
αc 2.0 Tuning parameter used in the shear rate calculation
Cel 4.0 Tuning parameter for calculating λ2
m2 1.5 Slope parameter for the shear thickening model
x2 3.0 Governs the sharpness of the transition to the shear thickening regime
rdeg 0.0015 Rate constant used in degradation model
αd 3.0 Degradation dependency on shear stress
βd 1.0 Degradation dependency on molecular weight
λ3 8.0 · λ2 Determines the onset of reduced swelling of adsorbed polymer
n3 1.0 Exponent used in the shear dependent permeability reduction model
x3 4.0 Parameter used in the shear dependent permeability reduction model

Table 3 Make-up of the synthetic sea water, SSW.
Salt Concentration [g l−1]

NaCl 23.495
KCl 0.746
MgCl2 · 6H2O 9.149
CaCl2 · 2H2O 1.911
Na2SO4 3.408
NaHCO3 0.168
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Table 4 Properties for the various dual core systems. The diameter was in all cases d = 3.8cm, while
the lengths, permeabilities and porosities are denoted by Li, ki, and φi, for cores with indices i = 1,2.

System id Rock type L1 [cm] L2 [cm] k1 [mD] k2 [mD] φ1 φ2

1 Berea 7.2 7.1 414.61 305.63 0.21 0.22
2 Berea 7.1 7.1 298.5 291 0.218 0.216
3 Berea 7 7 721.7 612.8 0.223 0.213
4 Berea 7.2 7.2 161.3 136.9 0.177 0.176
5 Berea 7.0 7.0 823.6 800.4 0.223 0.213
6 Bentheim 7.1 7.1 2018.8 1998.1 0.235 0.235

Table 5 Langmuir adsorption parameters used in the simulations. In all cases a value of b = 1000000
was used, and the maximum adsorption capacities are denoted by Q1

m and Q2
m for core 1 and core 2,

respectively. The last five columns show comparisons between simulated and experimental RRF values.
System id Rock type Q1

m Q2
m Polymer RRF1 model RRF2 model RRF1 RRF2

1 Berea 0.00044 0.00052 530 1.95 2.28 2 2
2 Berea 0.00034 0.00034 1030 2.28 2.24 2 2
3 Berea 0.00042 0.00045 1530 3.33 3.68 3.4 3.4
4 Berea 0.00058 0.00063 1530 6.26 6.39 6.3 6.3
5 Berea 0.00028 0.00028 2030 3.50 3.38 3.6 3.6
6 Bentheim 0.00027 0.00027 1530 1.99 2.00 2 2
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ABSTRACT 
Polymer and low salinity water flooding are methods to improve oil recovery from both 
sandstone and carbonate reservoirs. Combining these two methods is of interest for at 
least two reasons. Firstly, this improves both the macroscopic and microscopic sweep 
efficiency at the same time, and secondly less polymer is needed when it is mixed with a 
low salinity brine. The last point is important since it reduces the amount of produced 
chemicals, which has both financial and environmental benefits. However, polymer 
molecules are large compared to the ions in the brine, and even large compared to the 
typical pore sizes. The polymer molecules may therefore flow at a completely different 
speed than the ions. This could be of particular importance in fractured carbonate 
systems.  
 
In this paper we investigate the rheological behavior of a polymer solution in a system 
where the full pore system is accessible for ionic transport, while not for the polymer 
molecules. We have designed a novel experimental setup that allows for electric 
resistance measurements along the porous media. From the resistivity measurements, 
information about the porosity and ionic concentrations within the sandpack was gained. 
A low salinity polymer solution was injected into a dual porosity sandpack saturated with 
a higher salinity brine. The viscosity of the effluent fluid was monitored with a capillary 
tube rheometer, and the apparent viscosity in the porous medium was derived from the 
differential pressure across the column. The flooding experiments showed viscoelastic 
behavior, i.e. by increasing shear rates, the apparent viscosity increased dramatically due 
to elongation of the polymers molecules. Most importantly, the experimental results 
clearly show that the polymer front moves at a higher speed than the salinity front. As a 
result, the polymer solution mixes with the high salinity brine and the viscosity decreases. 
These effects are important to take into account when designing polymer floods in dual-
porosity systems.  
 
INTRODUCTION 
In order to increase the oil recovery, waterflooding has been a successful recovery 
technique for many oil reservoirs during the last decades. However, in some reservoirs, 
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waterflooding may lead to early water breakthrough and low oil production rates. 
Polymer flooding is considered as a very promising technology in enhanced oil recovery 
(EOR) processes. If polymers are added to the injection water they increase the water 
viscosity. This can lead to a favorable mobility ratio between oil and water. Depending 
on the heterogeneities in the reservoir, the change in mobility ratio could greatly impact 
the macroscopic sweep efficiency and enhance oil recovery.  However, polymer solutions 
are non-Newtonian fluids and hence, the rheological properties are sensitive to shear 
forces.  
 
In field operations, hydrolyzed polyacrylamides (HPAM) are the most common EOR 
polymers [1]. These synthetic polymers show viscoelastic properties when flowing 
through a porous media [1-9]. At low fluid velocities, a Newtonian or near-Newtonian 
behavior is reported by Seright et.al. [9], while Heemskerk et al. [8] and Delshad et al. 
[10] reports shear thinning behavior. Both Chauveteau et al. [11] and Stavland et al. [1] 
demonstrate that the polymer solutions tested exhibit shear thinning behavior with lower 
viscosities than bulk viscosity because the polymer does not flow through the entire pore 
volume. At increasing shear rates, the polymer molecules get elongated and contracted 
due to the pore structures of the porous media. Consequently, the apparent viscosity of 
the polymer solution increases dramatically (usually named a shear thickening behavior). 
If the polymer solution is exposed to very high stresses, the molecules may rupture and 
degrade [1]. This could easily happen when the polymer is injected, if care is not taken.   
 
The properties of polymer solutions are affected by the molecular weight, polymer 
concentration and salinity. Polymers are polyelectrolytes, i.e. the molecules have multiple 
charges distributed along the chain, hence, in low salinity brines the molecules expand 
due to mutual repulsion of charges along the molecule chain [12]. This repulsion 
increases the viscosity of the solution, and consequently less chemicals are needed to 
obtain the targeted viscosity. In recent years, it has been observed that the salinity of the 
injected fluid in itself can increase the microscopic sweep efficiency of oil reservoirs 
[13]. By mixing polymers in low salinity brines, it is possible to obtain an increase in 
both macroscopic and microscopic sweep efficiency. However, the polymer molecules 
and ions move with different speeds in the porous media, mainly because the polymer 
molecules are larger than the ions. This could have the effect that the polymer molecules 
leave the low salinity brine behind and consequently mixes with the formation water, and 
part of the benefit with injecting polymers in low salinity water is lost.   
 
To shed some more light on this phenomenon, we have flooded polymer solutions with 
different salinities through a sandpack column. This column consisted of silica grain, 
where the grains themselves are porous. This system has to our knowledge not been used 
to study the flow of polymer flow before. Every individual grain consists of consolidated 
micro silica, thus there is a macro porosity between the grains and a micro porosity 
within the grains. As a consequence of the macro and micro porosity the full pore volume 
was accessible for ionic transport but not for the polymer molecules. Electric resistance 
was measured along the column to track ionic concentrations during the flooding 
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experiments. The effective polymer rheology was measured in the sandpack, and a 
capillary tube rheometer, at the outlet of the sandpack, monitored the effluent polymer 
rheology. 
 
THEORY 
In bulk, the polymers have a shear thinning behavior. The viscosity, 𝜂, decreases with 
increasing shear rate, 𝛾, and the behavior is well described by a Carreau model [14], 

where 𝜂! and 𝜂! is the polymer viscosity at zero and infinite shear rate, respectively, 𝜆! 
is a time constant representing the critical shear rate at which the fluid deviates from 
Newtonian behavior, and 𝑛 is the flow behavior index. For a shear thinning fluid, 𝑛 < 1 
and 𝑛 typically ranges from 0.4 to 0.7 [15]. The tuning parameter, 𝑥, is used to improve 
the viscosity match.  
 
Viscous flow in capillary tubes 
A capillary tube was used to measure the effluent viscosity. In order to allow for a simple 
interpretation of the measured pressure drop across the capillary tube and the imposed 
flow rate, it is important to choose a tube with a diameter much larger than the polymer 
molecules to ignore wall effects, and a long tube to avoid entrance and exit effects. If an 
appropriate tube is chosen, the flow is well described by the Hagen-Poiseuille equation. 
In such a flow, the shear stress, 𝜏, is given as 

where Δ𝑃 is the differential pressure, 𝑟′ is the radius, and 𝐿 is the tube length. For a 
Newtonian fluid, the shear stress is related to the shear rate through 𝜏 = 𝜂𝛾. Here, the 
shear rate, 𝛾, is defined as 

where 𝑣 is the flow velocity along the tube. Assuming a power-law shear rate, i.e. 
ignoring 𝜂! and assuming 𝜆!𝛾 ≫ 1, the viscosity of the polymer solution in the capillary 
tube follows a simple power law, 𝜂 = 𝜂! 𝜆!𝛾 !!!. Combining the two equations above, 
solving for 𝑣 𝑟′ , and then integrating over the cross section of the tube with radius 𝑅, we 
get the flow rate, 𝑞. We can then express the apparent shear rate, 𝛾!, in the tube and 
apparent viscosity, 𝜂!, as 

𝛾! =
3+ 1/𝑛 

4 ∙
4𝑞
𝜋𝑅!    and    𝜂! =

4
3+ 1/𝑛 ⋅

𝜋𝑅!𝛥𝑃
8𝑞𝐿  , (4) 

respectively. The (3+ 1/𝑛)/4 term is known as the Mooney-Rabinoswitch-Weissenberg 
correction factor that takes into account the effect of the change of shape of the velocity 
profile when non-Newtonian fluids flow through capillaries under laminar conditions. 
For Newtonian fluids (𝑛 = 1), equation (4) reverts to the usual Hagen-Poiseuille 
equation.  

𝜂 𝛾 = 𝜂! + 𝜂! − 𝜂! ∙ 1+ 𝜆!𝛾 ! (!!!)/! , (1) 

𝜏 =
𝛥𝑃𝑟′
2𝐿  ,   (2) 

𝛾 =
𝑑𝑣 𝑟′
𝑑𝑟′  , (3) 
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Apparent viscosity in porous media  
The viscosity of the polymer solution cannot be measured directly in flooding 
experiments. Due to the complex network of pores and channels in the porous medium, 
the shear rate and thus the viscosity will vary within the medium. In this work we will 
extend the formulation developed in the previous section by introducing an average 
radius defined by the Kozeny-Carman relationship 𝑘 = 𝜙 !!

!!!
 (𝜏! is the tortuosity): 

Here 𝐴 is the cross-sectional area, 𝑘 is the permeability, 𝜙 is the porosity of the porous 
medium, and 𝛼 is an empirical parameter used to match viscosity measured in bulk and 
porous medium, normally set equal to 2.5 [1]. The arguments for 𝛼 > 1 are that the 
permeability to the polymer is lower than to water and that the polymer velocity is higher 
than to water. The advantages of using this model is its simplicity and clarity, but clearly 
it has its limitations due to the dual-porosity of the system. We have therefore used the 
macro porosity (𝜙 = 𝜙!"#), since the polymer molecules are too large to flow in the 
narrow micro pores.  
 
The apparent viscosity is estimated from the Darcy equation, 

Since the effective shear rate is proportional to the flow velocity, several models have 
been suggested for the viscosity as a function of flow rate and properties of the porous 
medium. Based on the Carreau model, Stavland et.al. derived a model for the apparent 
viscosity of polymers in porous media where the apparent viscosity is the sum of the 
shear viscosity and elongation viscosity multiplied by a degradation term [1]: 

The first part of equation (7) represent the bulk viscosity matched with the Carreau model 
(1). The next term, 𝜆!𝛾 ! , represents the elongation viscosity, which increases 
dramatically by increasing the shear rate. The elongation exponent, 𝜉 > 0, depends on 
molecular weight of the polymer. As we see from the expression, this elongation term is 
increasing for shear rates higher than 1/𝜆!, and the onset of elongation depends on the 
porous medium, 

where 𝑁!" is the Deborah number describing the liquid-like behavior of the polymer. The 
last term in equation (7) represents the degradation of polymers, where the time constant 
𝜆! represents the onset of shear degradation and 𝑥 is a tuning parameter used to improve 
viscosity match. 

𝛾 = 𝛼 ⋅
4𝑞

𝐴 8𝑘𝜙
. (5) 

𝜂! =
𝐴𝑘
𝑞
Δ𝑃
Δ𝐿 . 

(6) 

𝜂!"" = 𝜂! + 𝜂! − 𝜂! ∙ 1+ 𝜆!𝛾 ! + 𝜆!𝛾 ! ∙ 1+ 𝜆!𝛾 !
!!!/!
! . (7) 

1
𝜆!
= 𝑁!"

1− 𝜙
𝜙

6𝛼 𝜏!
𝜆!

 , (8) 
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Chemical concentrations and resistivity 
In this work we use resistance measurements to track concentration fronts in the 
sandpack. The resistivity, 𝜌, is the inverse of the conductivity, 𝜎, and the relationship 
between resistivity and resistance is  

where 𝑟 is the resistance, 𝐿 is the length and 𝐴 is cross-sectional area of the porous 
media. The total resistance of a fluid-filled porous media, 𝑟!, can be represented by the 
parallel resistance relationship, and since most rocks are non-conductive, the total 
resistance of a fluid-filled porous medium is related to the brine resistance (𝑟! ≈ 𝑟!). A 
fluid’s ability to conduct electric current depends strongly on its ionic concentration. The 
most common approach to link resistance to concentration is to use Archie’s law [16], 

Here, 𝜎! is the conductivity of the brine, 𝜎! is the conductivity to the fluid-filled porous 
medium, and 𝐹 is the formation factor, 𝐹 = 𝜙!!, which is related to the total porosity 
via the cementation exponent 𝑚. The total porosity, 𝜙!, of the sandpack is 

where 𝜙!"# is the macro porosity and 𝜙!"# is the micro porosity. Here we use the 
following generalization of Archie’s law for a dual porosity medium [17]:  

In the case where the conductivity of the two domains are equal, 𝜎!,!"# = 𝜎!,!"# = 𝜎!, 
equation (12) reduces to (10). From our experiments, conductivity versus salinity is, 

where 𝑐!"#$ is the salinity of the brine in [g/cm3]. From our experiments, 𝑎 = 1463 
mS.cm2/g and 𝑏 = 2.03 mS/cm.  
 
MATERIALS AND METHODS 
In the experiments, two brines were used, 35 g/L NaCl (B35) and 10 g/L NaCl (B10), 
where the latter was the polymer make up brine. The brines were filtered using a 0.45 μm 
HAWP-filter from Millipore. The polymer was Flopaam 5115SH, a synthetic acrylate-
ATBS polymer with medium anionicity and high molecular weight, delivered by SNF. A 
5000 ppm mother solution was prepared by gently adding the polymer in the brine under 
high rate mechanical mixing, thereafter overnight low rate mixing. Dilution to 1000 ppm 
was performed using a magnetic stirrer. Bulk viscosity was measured using an Anton 
Paar Physica MCR 301 rheometer at 20 °C and variable shear rates from 0.1 s-1 to 500 s-1 
using a cone and plate geometry. Viscosities were measured at both increasing and 
decreasing shear rates. Due to better accuracy in the measurements, the viscosities 

𝑟 = 𝜌
𝐿
𝐴 , (9) 

𝜎! =
1
𝐹 𝜎!. 

(10) 

𝜙! = 𝜙!"# + 𝜙!"# , (11) 

𝜎! = 𝜙!!! 𝜙!"#𝜎!,!"# + 𝜙!"#𝜎!,!"# . (12) 

𝜎! = 𝑎 𝑐!"#$ + 𝑏, (13) 
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obtained at decreasing shear rates were used. In Table 1 and Table 2, the fluid properties 
and the conductivity of the NaCl brines is shown.  
 
For the sandpack column, Silica Gel 63-200 μm was used as sand. In Figure 1, Scanning 
Electron Microscope (SEM) images of the grain structure are shown. The micro structure 
is clearly visible; each individual sand grain is porous as the grains are consolidations of 
multiple micro silica grains. The size of a micro grain is approximately 80 nm with a pore 
size of 6 nm. The density of Silica is 2.65 g/cm3. From the supplier, Sigma-Aldrich, the 
pore volume of the macro grains was reported to be 0.8 cm3/g rock, thus the micro 
porosity was estimated to 38 % (36.3-41.3 %) and the macro porosity to 44 % (39.2-
46.6 %), based on 12 sandpacks. The properties of the column sandpack are shown in 
Table 3. 
 
The column used was an 80 cm long construction of 6 glass cylinders and metal joints as 
illustrated in Figure 2. The dimensions of the glass cylinder were D = 1.6 cm and L = 10 
cm. This construction allows for measurements of electric current along the sandpack 
during flooding. An automatic RCL meter was connected to the column by 7 electrodes 
on the metal joints, which measured the 6 sections (Z1–Z6). 
 
Experimental procedure 
A schematic drawing of the experimental set-up is shown in Figure 2. Several sandpack 
columns were flooded with P10 during this work. All experiments were performed at 
ambient temperature. To control the pressure in the system, a backpressure regulator, set 
to 3 bars, was set up at the end of the system. To measure the viscosity of the effluent 
during flooding, a capillary tubing acting as a rheometer was connected to the outlet of 
the column. The capillary tube rheometer was 100 cm long with an inner diameter of 
0.0762 cm. The flooding process was as follows: 

1. Assemble the column. Successful packing was achieved by filling sand from the 
top of the column while the outlet was connected to a vacuum pump. Vibration 
during packing was not an option due to the glass construction. 

2. Saturate the sandpack with brine B35 at the injection rate 1 ml/min. 
3. Measure the porosity from the sandpack saturation (pore volume injected), and 

from mass measurements of the sand grains. 
4. The effective brine permeability was determined by varying the injection rates 

and using the corresponding differential pressures across the column in equation 
(6). 

5. In one separate sandpack/experiment, B10 was injected for evaluating ion 
dispersion in a brine-brine displacement experiment. The effluent ionic 
concentration was estimated by measuring Cl- content.  

6. In the following experiment, the polymer solution P10 was injected at a constant 
rate of 0.3 ml/min. This injection rate corresponds to the shear rate of ~60 s-1 in 
the sandpack and ~115 s-1 in the capillary tube rheometer.  

7. Measure the pressure drop across the sandpack at different injection rates for 
estimating the apparent viscosity of the polymer solution within the sandpack.  
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8. Measure fluid effluent viscosity by measuring the pressure drop across the 
capillary tube rheometer connected to the outlet of the column. The injection rate 
was altered and effluent viscosity was recorded at stable differential pressure.  

9. During all flooding experiments, the electrical resistance over 6 section (Z1–Z6) 
was continuously measured to track chemical concentration profiles.  
 

RESULTS AND DISCUSSION 
As the sandpacks comprises of porous silica grains, the total porosity is high, 
approximately 80 %. The total porosity, 𝜙!, includes the macro porosity, 𝜙!"# , and the 
micro porosity, 𝜙!"# , see equation (11). We clearly see the effect of the micro and macro 
porosity in Figure 3. In Figure 3, the effluent concentration is shown from one 
experiment where B35 was displaced by B10 at the injection rate of 2 ml/min. Effluent 
samples were collected to determine the ion concentration, where the Cl- concentration 
was determined by titration with AgNO3. Injection of at least 2.5 pore volumes of B10 
was required to displace all initial ions, which we interpret as being caused by the dual-
porosity structure. A possible explanation could be that the time it takes to flow through 
the macro pores is shorter than the time it takes to exchange ions from the micro pores. 
Consequently, a long concentration tail is observed. The electrical resistance 
measurements along the sandpack also support this, as can be seen in Figure 4. In this 
figure, the measured resistance has been calculated to NaCl concentration by the relation 
in equation (13). When the initial high salinity brine B35 is displaced by either the low 
salinity brine B10 or the polymer solution P10, the electrical resistance increases for 
every section as the front propagates though the sandpack. In Figure 5, the measured 
resistances for the 6 sections are plotted versus pore volume injected of P10, along with 
simulated values. As the front propagates there is an increasing lag before the resistivity 
reaches the expected plateau value.  
 
In our view, the most interesting results is when the polymer solution was injected in the 
system. In Figure 6, the bulk properties of the polymer solutions are shown. There is a 
clear effect of the salinity of the make up brine. As seen, the measured viscosity for P10 
and P35 are well matched with a Carreau model, where the shear thinning exponent 𝑛 is 
0.72 and 0.83 for P10 and P35, respectively. In Figure 7, the results from the capillary 
tube rheometer in 3 different sandpacks is shown and we see that there is a good match 
between the bulk measurements and the capillary tube rheometer. The viscosity of the 
low salinity P10 solution was higher than the viscosity of P35. At low salinities, the 
polymer molecules can expand due to electrostatic repulsion between the anionic groups 
along the polymer chain [15]. This results in a higher viscosity for the low salinity 
polymer solution. When the salinity is increased, the repulsive forces are reduced. This 
decreases the polymer chain and hence, the viscosity is decreased.  
 
In Figure 8, the pressure drop across the capillary tube rheometer and the corresponding 
resistance measurements are shown when the low salinity polymer solution, P10, 
displaced the high salinity brine, B35. At PV = 0.58, the polymer breaks through, as seen 
by the increased differential pressure across the capillary tube rheometer. The apparent 
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viscosity of effluent between 0.58 and 1.0 pore volume injected is ~4.5 cp at the shear 
rate 115 s-1. This apparent viscosity is close to the P35 bulk viscosity of 5.5 cp at 115 s-1. 
The resistance measurements along the sandpack show that the salinity front lags behind, 
and from the resistance measurements in the last section (Z6) of the column, the salinity 
is high when the polymer leaves the sandpack. At approximately 1 PV injected, the low 
salinity water breaks through. When this happens, we see an increase in the resistance, 
and more importantly a second increased pressure drop occurs across the capillary tube. 
The apparent viscosity of the effluent after 1 PV injected is ~6.2 cp, which is close to the 
bulk viscosity of 7.0 cp at 115 s-1 for P10. This clearly demonstrates the different flow 
paths taken by the ions and the polymers through the column. The fraction of the macro 
pore volume to the total pore volume is 0.58, and because of this, 𝑢!"#$%&'/𝑢!"#$ ≈ 1.72. 
A second run in the same column was performed to determine if there was any effect of 
polymer retention, see Figure 9. In Figure 9, the pressure drop across the sandpack is 
shown together with the pressure drop across the capillary tube rheometer at the outlet of 
the column. Within the experimental limits we could not observe any retention.   
 
In Figure 10, the apparent viscosity in the column given by equation (6), is shown 
together with the estimated viscosity from the capillary tube rheometer when the polymer 
solution P10 was injected through the sandpack at various flow rates. All the 
experiments/sandpacks show the same trends: By increasing the shear rates, shear 
thickening behavior was observed and the apparent viscosity increased from a shear rate 
of 100 s-1. This behavior is caused by elongation of the polymer molecules in the pore 
structure of the sandpacks. This elongation effect is well-known and well documented in 
the literature [1, 8, 9]. A further increase in shear rates could have ruptured the 
molecules, but shear degradation was not observed due to pressure limitations in the 
system. The results were well matched with the Carreau-based apparent viscosity model 
given in equation (7), by adjusting the shear elongation term. We were also able to match 
the experiments at Sw = 1 - Sor, see Figure 11. 
 
 
CONCLUSION 
The rheology behavior of the synthetic acrylate-ATBS polymer solution is affected by 
ionic concentration and shear. In bulk measurements, the polymer solution shows shear 
thinning behavior, while in the sandpack both shear thinning and shear thickening was 
observed. As the shear rates increases, the apparent viscosity increases dramatically due 
to elongation of the polymer molecule. The apparent viscosity is dependent on the 
effective porosity and permeability of the porous medium.  
 
In a dual porosity system, the polymer molecules flow with higher velocity than the 
salinity front, i.e. the polymers flow in the macro pores, while the ions are transported 
(mainly by diffusion) in the entire pore volume. The polymer front mixes with the initial 
brine, hence the viscosity of the front decreases. When the initial ions are fully displaced, 
the viscosity of the polymer solution increases.  
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The difference in flow velocity is important to consider when evaluating the EOR 
potential of polymer flooding on field scale, e.g. in highly inhomogeneous reservoirs. The 
reservoir formation water is typically more saline than the injected water, which usually 
is seawater (on the Norwegian Continental Shelf). Thus, if the flow velocity of polymers 
is higher than the velocity of the salinity front, the polymer will mix with formation water 
and consequently the viscosity will be decreased. This does not mean that there is not a 
potential benefit by combining polymer and low salinity flooding. We have not at all 
considered the effect of low salinity water on the microscopic sweep efficiency which 
can be substantial. 
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Table 1 Overview of fluids 

 
 

Table 2 Conductivity of NaCl brines at 22.5  ̊C 
 

Brine B10 10 g/L NaCl 
B35 35 g/L NaCl 

Polymer solution 
P10 1000 ppm, 10 g/L NaCl 
P35 1000 ppm, 35 g/L NaCl 

Table 3 Average properties of the sandpack. The 
values are estimated from 12 sandpacks. 

 

Properties of sandpack column 
Length 𝐿 80 cm 
Diameter 𝐷 1.5 cm 
Grain size 𝑑!"#$% 63-200 μm 
Micro grain size 𝑑!"#$% 80 nm 
Pore size  6 nm 
Surface area  500 m2/g 
Total porosity 𝜙!"!#$ 82 % 
Macro porosity 𝜙!"#$% 44 % 
Micro porosity 𝜙!"#$% 38 % 
Permeability 𝑘 6.835 D 
Formation resistivity factor 𝐹 1.8626 
Tortuosity 𝜏 1.529 
Cementation factor 𝑚 1.0  

Concentration [g/L] Conductivity [mS/cm] 
10 16.84 
15 22.79 
20 31.90 
25 39.50 
30 45.60 
35 53.60 

  
 

   
Figure 1 The Silica Gel grains. a) Overview of the sand grains, b) the surface of one grain, the size of the 

micro grains is 80 nm and the fracture measures 126 – 200 nm, c) the micro structure close-up, every 
grain is a rigid network of silica grains consolidated together. The pictures are taken with SEM at UiS. 
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Figure 2 The experimental set-up, the sandpack was flooded from the top. The electric resistance was 

measured over 6 glass sections, and a capillary tube rheometer connected at the outlet of the column was 
used to measure the viscosity of effluent fluid. 

 

  
Figure 3 Displacing B35 by B10. Effluent salinity 

concentration profile. 
Figure 4 Effluent and calculated concentrations 

from resistance measurements 
  

  
Figure 5 The electric resistance in the 6 sections 
along the sandpack during P10 injection at 0.3 

ml/min. The circles are experimental data and the 
solid lines represents simulated data.   

Figure 6 Bulk rheology of polymer solution P10 
and P35 in rheometer (plate and cone). 
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Figure 7 Bulk measurements and effluent viscosity 

from capillary tube rheometer of P10 at various 
injection rates in 3 different experiments. 

Figure 8 The pressure difference over the capillary 
tube rheometer and the corresponding resistance 
measurements along the sandpack column during 

P10 injection at 0.3 ml/min. 
  

  
Figure 9 The pressure difference across the 

sandpack and across the capillary tube rheometer 
during P10 injection at 0.3 ml/min. [1] and [2] 

represent the first and the second injection. 

Figure 10 The apparent viscosity of P10 in-situ and 
in the capillary tube rheometer versus shear rates. 
The apparent viscosity in-situ is shear thickening, 

while the effluent is shear thinning. 
  

 

 

Figure 11 The apparent viscosity of P10 in-situ and 
in the capillary tube rheometer versus shear rates 

when oil was present in pores (Sw ≈ 75 %).  
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III. Mechanical Degradation of Polymers at the Field Scale-A Simulation Study

Abstract
Flexible polymer molecules display a variety of macroscopic flow behaviours

when dissolved in brine and flooded through porous rocks. At EAGE-ECMOR
XV we presented a simulation model for polymer flooding that is capable of
modelling all the commonly observed flow regimes in porous media, including
mechanical degradation. The model allowed us to match different experiments
with most of the input parameters kept fixed, and in particular how HPAM
polymers of different molecular weights were mechanically degraded when injected
into cores and series of cores with variations in permeability.

The main purpose of this paper was to investigate the mechanical degradation
close to an injector. We have performed several hundred simulations, using
history matched polymer properties for a single polymer type (HPAM 3630S,
SNF Floerger). We found that the estimated mechanical degradation is very
sensitive to the grid resolution, and for the simulations presented here we had to
use grid cells on the order of millimetres near the well.

For the particular polymer tested, we found that little or no degradation
was predicted when the effective shear rate at the sand face was kept below
approximately 1000 s−1. This result indicates that in the presence of open
fractures near the well, the amount of degradation should be small. Furthermore,
the results also suggest that injecting a polymer with the highest possible
molecular weight may not always be the most economical option. Instead, if a
certain level of degradation is tolerated and expected to occur, injecting a slightly
lower molecular weight polymer may lead to more or less the same improved
sweep efficiency, while demanding a lower injection pressure. Finally, we see that
it is important to include not only shear thinning and shear thickening fluid
rheologies, but also degradation, if correct well pressures are to be predicted.
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Introduction

Although polymer flooding is regarded as a mature EOR technology, implementations of the method
offshore have been relatively rare (Kaminsky et al., 2007; Standnes and Skjevrak, 2014; Sheng et al.,
2015). One obvious explanation for this is economic limitations, e.g., periods of declining oil prices.
Another explanation is that the proper planning, prediction, and execution of these projects can be very
difficult and time-consuming from a technical perspective. The main goal of using polymers is to in-
crease the effective aqeuous phase viscosity of the displacing brine, and thereby provide a better sweep
of the reservoir. However, the performance of a polymer flood can be very sensitive to properties of
both the reservoir, and the fluid under consideration (Thomas et al., 2012). Examples of some important
factors to consider are, e.g., formation permeability, oil viscosity, temperature, polymer rheology, and
salinity effects.

Two factors that are especially relevant for field performance are the effects of polymer (apparent) shear
thickening, and polymer mechanical degradation. The polymers that are typically used for EOR are
partially hydrolyzed polyacrylamides (HPAM). These polymers tend to be very large, with a molecular
weight on the order of several million Daltons. Moreover, they exhibit a flexible coil conformation
in solution, which gives them elastic thickening properties. Specifically, at high flow rates, the flow
resistance of these polymer solutions in porous media will tend to rise sharply as a function of flow rate,
an effect which is referred to as (apparent) shear thickening in the literature (Chauveteau and Moan,
1981; Chauveteau et al., 1984). Near the wells, this can be problematic, as the additional flow resistance
can cause a severe loss in well injectivity. For typical offshore fields on the Norwegian Continental Shelf
(NCS), the spacing between wells tend to be large, and it is necessary to inject at high flow rates. As a
result, it is crucial that a relatively high injectivity can be sustained throughout the lifetime of the field.

Furthermore, once the polymers enter the shear thickening flow regime they become susceptible to
mechanical degradation (Maerker, 1975, 1976; Seright, 1983). Mechanical degradation happens when
the polymer molecules experience excessive mechanical stresses in regions of high shear, causing some
of the covalent bonds along the polymer chain backbone to break. Polymer mechanical degradation will
counteract the decline in injectivity, but at the cost of losing much of the viscosifying power of the added
chemicals. In the worst case scenario, the effective viscosity may be reduced down to, more or less, the
solvent viscosity. Polymers can also degrade for a variety of other reasons, e.g., as a result of bacterial
attacks, thermal hydrolysis at elevated temperatures, or due to rapid redox reactions initiated by certain
chemicals, and often in the presence of dissolved oxygen (Ryles, 1988; Levitt et al., 2011; Thomas et al.,
2012; Seright et al., 2014).

In a previous paper (Nødland et al., 2016), we introduced a model for the apparent viscosity behaviour
of flexible polymer molecules in porous media that included ways to model both shear thinning and
shear thickening fluid rheologies, as well as polymer mechanical degradation. The model was originally
developed to match resistance factors calculated from laboratory core flooding data. For a given injection
experiment where a polymer solution is injected through a core plug at constant flow rate, the resistance
factor, or mobility reduction factor, is defined according to

RF =
∆ppol

∆pwat
, (1)

where ∆ppol and ∆pwat are the steady-state pressure drops over the core for the polymer solution and
brine without polymer, respectively (at the given flow rate). A typical example of the match that was
obtained between model and experiment is shown in figure 1.

The purpose of this paper is to extend the simulation model to a radial system, in order to explore the
issue of polymer mechanical degradation at the field scale. Specifically, we have performed a series of
simulations of polymer injection from a single well in radial geometry. For most cases, we have assumed
a homogeneous permeability field for the near well region. Then, towards the end of the paper, we show
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Figure 1 Resistance factors versus flow rate for four different polymer experiments. The RF factors
were calculated for two successive (serial) cores, each of length ∼ 7cm. The scatter points are values
obtained from the experimental data, whereas the dashed lines are calculated from simulated pressure
drops. Note that for the experiments shown here, 4 different HPAM polymers were used, with reported
molecular weights varying from Mw = 5MDa to Mw = 20MDa. There were also some variation in rock
permeability among the experiments.

an example where we have assumed 2 layers of different permeability (no crossflow). Finally, we make
some observations concerning the results, and discuss limitations and possibilities for future work.

Numerical model

The mathematical model used to simulate polymer flooding is fairly comprehensive, and we will only
give a brief review of the main aspects here. The model includes a description of the effective aque-
ous phase viscosity, η , that can be both shear thinning and shear thickening, depending on the flow
conditions. Each of these flow regimes is governed by the product of a characteristic time scale, and an
in-situ, apparent shear rate in porous media. In the apparent viscosity model, the shear thinning viscosity
is related to a time scale λ1, which is the characteristic relaxation time of the polymer solution. This re-
laxation time is computed as a function of the fluid properties, and the Carreau-Yasuda equation is used
to compute the shear thinning viscosity (Bird et al., 1977). Similarly, the effects of shear thickening
are related to a time scale λ2, which is a function of both the rock and the fluid properties. For all the
details concerning the expressions used to model the apparent viscosity, we refer to our previous paper
(Nødland et al., 2016).

The in-situ shear rate is computed as

γ̇ =
4αcu√

8kφ(1− IPV0)
·
√

Rk , (2)

where Rk is a permeability reduction factor, and IPV0 represents the polymer inaccessible pore volume
(IPV) due to the large molecular size of the polymer macromolecule in solution. Moreover, αc is a
tuning parameter used to correlate the in-situ rheology to bulk data, and u is the Darcy velocity of the
water phase. Note that, unlike in (Nødland et al., 2016), we have not attempted to model permeability
reduction effects in the present work, that is, we have simply set Rk = 1.

Polymer degradation model

In our model, the molecular weight distribution is not explicitly modeled, but instead we use a single,
average molecular weight in each grid cell in order to capture how the viscosity changes as a result of

IOR Norway 2017 – 19th European Symposium on Improved Oil Recovery
24–27 April 2017, Stavanger, Norway

118



degradation. More specifically, we operate with two different polymer components in the simulator,
one volumetric, cp/ρp (e.g.,g l−1), and one molar, cmol (e.g., mol l−1). In consistent units, these two
concentrations are related by

Mv =
cp

cmol
,

where cp is the mass concentration of polymer, and ρp is the polymer density. The polymer molecular
weight is recalculated in each grid cell at the end of each transport step. We model the reduction in Mv
as a result of mechanical degradation by means of the following differential equation (Nødland et al.,
2016):

dMv

dt
=− frup ·Mv =−(rdeg · γ̇ ·η)αd · 2Mβd+1

v

Rp
, (3)

where frup = (rdeg · γ̇ ·η)αd ·2Mβd
v /Rp is thought of as the probability of chain fracture, and is related to

shear stress, τ = γ̇ ·η , effective pore radius for flowing polymer, Rp, and Mv. In equation (3), rdeg is a
rate constant, η is the effective aqueous phase viscosity, and αd and βd are fitting exponents.

The pore radius is calculated from a Kozeny-Carman equation,

Rp =

√
8kC
φ
· 1√

Rk(1− IPV0)
, (4)

where C is a tortuosity factor. At the end of each transport timestep, equation (3) is discretized implicitly
and solved using an iterative algorithm.

Modifications to the numerical model

The full system of equations is solved by means of an operator splitting technique, implemented in an
in-house 2-phase simulator at IRIS, IORCoreSim. With the implemented approach, the global pressure
and saturation (for 2-phase flow) fields are computed first, for a ’global timestep’ ∆t. Next, the velocity
fields are frozen, and a series of explicit transport steps are performed where at the end of each transport
step, the polymer viscosity routine is called and, hence, Mv is updated. During the initial investigations
applying the model to 2D and 3D cases, a numerical instability was uncovered, whereby in some cases
several variables exhibited oscillatory behaviour. It seems likely that this is due to the strong coupling
between the shear rate and some of the variables upon which it depends (e.g., molecular weight). How-
ever, these instabilities could be controlled by computing the in-situ shear rate as a weighted average of
the values at the current and previous timesteps. Specifically, we have employed the formula

γ̇ = d · γ̇prev +(1−d) · γ̇next , (5)

where d is a ’dampening factor’, 0 ≤ d < 1. In equation (5), γ̇prev is the shear rate from the previous
(global/pressure) timestep, and γ̇next is the initially calculated shear rate for the next timestep, using the
updated polymer properties after transport and degradation. In this paper, we have set d = 0.5, i.e., we
have used the arithmetic average of the two shear rates.
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Simulation overview, and grid sensitivity

For all simulations discussed in this paper, we have used history matched polymer properties for one of
the polymers that were investigated in Nødland et al. (2016). Specifically, we have used the polymer
properties for the HPAM polymer with Mw = 20MDa, and with 30 % degree of hydrolysis (see table 2).
The commercial name of this polymer is 3630S, and the manufacturer was SNF Floerger.

Radial simulation model - homogeneous case

All simulations have been performed using radial grids with a single, vertical injection well. The well
boundary was located at r = rw = 0.1m, and the external grid boundary was at r = re = 20m. A constant
pressure boundary condition was enforced at the ’producer’ (external boundary), with pe = p(r = re) =
200bar. The total formation thickness was h = 20m, and the porosity was constant and equal to φ = 0.2.
The reservoir and injection fluid temperatures were the same, and equal to T = 20 ◦C. For a summary of
the input parameters that were employed, see table 1.

Effects of grid resolution

First, we made some simple investigations of the sensitivity of the model to grid resolution. Since the
degradation process occurs at very small spatial and temporal scales, we need a very fine discretization
near the injector where the flow rates are highest. Then, as the flow rate rapidly declines with distance
away from the injector, we can allow larger grid block sizes. This is illustrated in figure 2, where we
plot the amount of degradation (percentage reduction in molecular weight from the initial value) of the
polymer that was ’produced’ at r = re, for 10 different simulated cases (left plot). In the right plot of the
figure, we show the corresponding steady-state pressures at the injection well.

We emphasize that the only difference among the simulations shown in figure 2 is the choice of grid
discretization, see table 3. We observe that for the coarsest grids, virtually no amount of degradation
is predicted, whereas for the finest grid the percentage reduction in molecular weight is predicted to be
40 ±1 %. This is a huge difference. We also see that the well pressure at the injector varies by slightly
more than an order of magnitude for the most extreme cases, although the total pressure drop across the
model varies by less. The main explanation for this behaviour is that as the grid size becomes larger,
the shear rate becomes smeared out near the well (γ̇ ∝ 1/r). For the largest grid sizes, the polymer is
predicted to be in the low shear regime only, and we get minimal amounts of degradation. However, as
the grid size decreases, we see that more and more polymer is degraded. Observe also from the right plot
of figure 2 that there is a ’peak’ in the corresponding plot of well pressures. This is because, as the grid
size becomes smaller, the shear rate near the well becomes larger, while at the same time the molecular
weight becomes smaller (more degradation). For a polymer in the shear thickening flow regime, these
two changes work in opposite direction with respect to the apparent viscosity.

The upshot of figure 2 is that in order to simulate the degradation accurately on realistic field cases, some
sort of upscaling and/or grid refinement is needed. Clearly, this is an issue that needs to be addressed
in future work. However, herein we have simply chosen to use very fine grids, as the CPU times were
not prohibitively long for the kind of issues we wanted to investigate. Based on figure 2, we chose to
discretize the first 25 cm of the reservoir into grid blocks of constant size ∆r0 = 5mm (i.e., corresponding
to case 3 in table 3). The length of the remaining set of radial grid blocks were then increased with a
constant factor, except for the last block which had a constant size of 0.1 m. The total number of grid
blocks was 100. We believe that the selected fine discretization near the injector should provide sufficient
numerical accuracy for any of the conclusions drawn in this paper.

A note concerning the quantification of degradation

Before going on, we remark that in this work the amount of degradation is quantified by the percentage
reduction in the molecular weight, i.e., we compute

IOR Norway 2017 – 19th European Symposium on Improved Oil Recovery
24–27 April 2017, Stavanger, Norway

120



10-2 10-1 100 101 102 103 104

∆r0 [cm]

0

10

20

30

40

50
D

eg
ra

d
a
ti
o
n
 [
%

]

10-2 10-1 100 101 102 103 104

∆r0 [cm]

200

205

210

215

220

225

P
re

ss
u
re

 [
b
a
r]

Figure 2 Effect of grid resolution. Left plot: Simulated reduction in the polymer molecular weight
plotted versus radial size of the first grid block, ∆r0. For the finely discretized grids, this cell size was
used throughout the first 25 cm of the reservoir (table 3). For the cases shown here, the permeability
was k = 1D, and the applied flow rate was Q = 250m3 d−1. The formation thickness was h = 20m, and
the porosity was φ = 0.2. Right plot: Corresponding injection pressure.

Pdegr = (1−Mdegr
w

Morig
w

) ·100 ,

where Mdegr
w and Morig

w are the produced and original molecular weights, respectively. However, in the
experimental petroleum literature it is common to quantify degradation as a percentage reduction in
low shear viscosity. For example, in both Morel et al. (2015) and Al Hashmi et al. (2013), the authors
calculate the amount of degradation according to

Pdegr = (
ηorig

0 −ηdegr
0

ηorig
0 −ηs

) ·100 = (
ηorig

sp0 −ηdegr
sp0

ηorig
sp0

) ·100 ,

where ηorig
0 and ηdegr

0 are the low shear viscosities of, respectively, the original and the degraded poly-
mer. As an example, in Morel et al. (2015), they used the bulk viscosities at γ̇ = 17s−1. In the model,
the low shear specific viscosity, ηsp0, is calculated from a cubic polynomial in the polymer intrinsic
viscosity, [η ]. Here, the intrinsic viscosity scales according to [η ] = K ·Mw

0.6 (table 2), and so the ex-
pression for ηsp0 contains terms M0.6

w , M1.2
w , and M1.8

w . This should be kept in mind when considering
the modelling results.

1-phase simulations in homogeneous permeability fields: Rk = 1

For the simulations shown in this section, we kept all input parameters to the model fixed, except the flow
rate, Q, and the permeability, k. Both of these parameters were varied over several orders of magnitude,
with several hundred combinations of the two parameters investigated. The selected flow rates were
in the range 50 ≤ Q ≤ 2500 m3 d−1, whereas the permeabilities were varied from 10 mD to 50 D. In
figure 3 we show two different ways of visualizing the amount of polymer degradation that is predicted
near the injector. In both plots, the values on the y-axis show the percentage reduction in the molecular
weight of the polymer. Note that, in the left plot we have used the permeability on the x-axis, whereas
in the right plot we have used Q/h, where h is the reservoir thickness. We should also remark that the
although many of the datapoints in the two subfigures overlap, each of the plots contains data that are
not shown in the other.
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Figure 3 Left plot: Percentage reduction in the molecular weight for various, selected combinations of
Q and k. Note that in this plot, each curve corresponds to a particular choice of Q, and the number
shown on each curve is the value of Q/h [m2 d−1]. Right plot: Percentage reduction in the molecular
weight of the polymer plotted versus Q/h on the x-axis. Each curve corresponds to a particular choice
of the permeability, k [mD]. The values of the permeabilities are displayed above the individual curves.

Figure 3 shows that for the highest flow rates, a significant amount of degradation can be expected,
even for high permeability reservoirs. For example, for k = 1D, both plots reveal that the molecular
weight will be more than halved when Q/h ≥ 20m2 d−1 (Q ≥ 400m3 d−1). And, for Q ≥ 750m3 d−1

(Q/h ≥ 37.5m2 d−1), the Mw reduction is predicted to be > 50 % for all k ≤ 2500mD. In general,
for the cases shown here, the amount of degradation is a function of both Q and k, and the polymer
is degraded progressively as it moves radially outward from the injector. However, in the absence of
significant heterogeneities, we would expect the amount of degradation to be strongly related to the
effective shear rate at the sandface, which scales according to Q/

√
k. Specifically, when using polymer

model parameters IPV0 = 0.1 and αc = 2, equation (2) yields

γ̇sand = γ̇(r = rw) =
4αcQ

2πrwh
√

8kφ(1− IPV0)
= u f ·

Q√
k
, (6)

where u f ≈ 195.5
√

mD d s−1 m−3 is a unit conversion factor to ensure that γ̇ has units of s−1, and where
k and Q are given in units of mD and m3 d−1, respectively. If we plot (all of) the degradation data versus
γ̇sand , we get the result shown in left plot of figure 4.

The plot shows a clear trend, but admittedly there is a lot of scatter. Consequently, the simple scaling of
Q/
√

k does not sufficiently describe the degradation for these homogeneous models. Instead, the extent
of the degradation is more strongly related to the permeability than just the factor 1/

√
k from the shear

rate. This is to be expected from our model, since the amount of degradation depends on the permeability
in different ways. For instance, the degradation rate in the model is inversely proportional to the pore
radius, see equation (3). And, the effective shear stress term in the equation depends on the depletion
layer mechanism, the impact of which will vary depending on the permeability (see discussion further
below). In fact, for the particular cases investigated here, plotting the data versus S = γ̇sand/k0.1 (figure 4,
right plot) removes much of the scatter. However, we should remark that this scaling is expected to be
different if other parameters are varied besides just Q and k (e.g., if permeability reduction is modeled).
Moreover, for injection of polymer into a region with vertical heterogeneities, the highest flow rates will
be allocated to the highest permeability layers. Thus, in such cases, more degradation will actually be
predicted at higher k. We will later show a simulation example where this happens.
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Figure 4 Left plot: Percentage reduction in molecular weight of the polymer that was back-produced
at r = re, plotted versus the effective shear rate at r = rw, γ̇sand . In the plot, we have split the data into
3 categories depending on the magnitude of the permeability. We see that γ̇sand alone does not suffice
to predict the degradation, but that for the lower permeabilities (lower effective pore radius), more
degradation is predicted at the same γ̇sand ∝ 1/

√
k. Right plot: The same data plotted versus γ̇sand/k0.1,

i.e., with the values on the x-axis scaled according to Q/k0.6.

Examples of radial profiles

To further illustrate the simulation results, we have looked more in-depth at the cases where the perme-
abiliy was k = 1D, for different Q. In the plots shown here (figure 5 and 6), we have restricted ourselves
to flow rates satisfying Q≤ 400m3 d−1. However, data for all investigated flow rates are given in table 4.
The resulting steady-state profiles for the molecular weight (strictly speaking, molar volume) versus ra-
dial distance are shown in the left plot of figure 5. In the right plot, we show how the in-situ shear rate
varies with distance. Note that, for the cases investigated here, the shear rates close to the well vary
slightly less than one order of magnitude, from γ̇ ≈ 300s−1 in the Q = 50m3 d−1 case, to γ̇ ≈ 2400s−1

when Q = 400m3 d−1. For the lowest flow rate, we see that virtually no polymer is degraded (0.06 %,
table 4), whereas for Q = 400m3 d−1, there is more than 50 % degradation.
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Figure 5 Left plot: Polymer molar volume in the water phase as a function of radial distance, for seven
different cases where k = 1D, at steady-state. The formation thickness was h = 20m, and the porosity
was φ = 0.2. Note that r = rw = 0.1m corresponds to the sandface. Right plot: The in-situ shear rate
profile.

In figure 6, we have included plots to show how the effective, aqueous phase viscosities (left plot) and
water pressures (right plot) change with distance from the injector. Close to the well, we see that the
viscosity can be large, on the order of 100 cp for most of the cases. However, the viscosity quickly
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Figure 6 Left plot: Apparent viscosity as a function of radial distance, for seven different cases where
k = 1D, at steady-state. The formation thickness was h = 20m, and the porosity was φ = 0.2. Note that
r = rw = 0.1m corresponds to the sandface. Right plot: Pressure in the water phase.

declines away from the injector, and it reaches values between 4 and 7 cp a metre from the well. Note
that as the distance away from the well increases, the effective viscosity starts to increase again. This
happens within the first metre of the reservoir in the Q = 50m3 d−1 case, and slightly further out from
the well in the remaining cases. In the former case, we see that already at r ≈ 0.7m the shear rate is
below 50 s−1, which is in the shear thinning region. For the cases with higher flow rate, the polymer
displays shear thickening behaviour further out from the well than in the lowest flow rate case. However,
due to the rapid degradation that happens near the well, the critical shear rate for the onset of thickening
is greatly increased as Mw is decreased (figure 7). For instance, in the case where Q = 400m3 d−1 (54.7
% degradation), the shear rate at r≈ 1.6m is γ̇ ≈ 153s−1, which would be in the shear thickening region
if the polymer had not been degraded. But, because of the degradation that has already occurred at this
stage, the polymer is actually predicted to be shear thinning at this distance. This can clearly be seen
from figure 7 (vertical, dashed line), where we have compared the model predicted in-situ rheology for
some of the polymers that were produced, assuming cp = 1500 ppm.

10-1 100 101 102

γ̇ [1/s]

0

20

40

60

80

100

M
od

el
 a

p
p
ar

en
t 

v
is

co
si

ty
, 
η 

[c
P

]

Degraded at Q= 100 m3/d

Degraded at Q= 200 m3/d

Degraded at Q= 300 m3/d

Degraded at Q= 400 m3/d

Nondegraded

Figure 7 Model predicted apparent viscosity of a 1500 ppm polymer solution as a function of in-situ
shear rate, for various values of the molecular weight, Mw. Specifically, we have plotted the model
in-situ rheology for the produced polymer for four of the cases reported in table 4. Also shown for
reference is the apparent viscosity of the original, nondegraded polymer (red triangles), and the vertical
line shows the viscosities at γ̇ = 153s−1 (see discussion in the main text).
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Another consequence of figure 7 is that if the same polymer solution were to be reinjected into the
reservoir after having been produced, it would experience much less additional degradation. This is in
accordance with experimental data (Seright, 1983; Stavland et al., 2010; Zechner et al., 2013). Below,
in figure 8, we show an example where we have explicitly simulated this. In the figure, we compare
steady-state radial profiles of, respectively, polymer molar volume and pressure drop for two different
cases, both using k = 1D and Q = 300m3 d−1:

1. The original case, where the nondegraded polymer with Mw = 20MDa was injected

2. A second case, where a polymer with a lower initial Mw was injected. This initial value was
chosen to be equal to the molecular weight of the polymer that was ’produced’ at r = re during
the first simulation (approximately 46 % Mw reduction compared with the nondegraded polymer,
see table 4)

As can be seen from the left plot of figure 8, during the second run through the system the polymer expe-
rienced some additional degradation. The further decrease in the molecular weight was approximately 8
%. And, compared with the original polymer, the polymer that was produced during this second run had
a ∼ 50 % reduction in the molecular weight, as opposed to ∼ 46 % after the first injection period. From
the right plot of the figure, we see that the pressure drop required to enforce the given flowrate is roughly
30 % higher for the case of the nondegraded polymer. On the other hand, the apparent viscosity far into
the reservoir will not very different among the two cases, see figures 9 and 10. A practical implication
of this is that, for a given reservoir, it may not always be the best option to select the polymer with the
highest possible molecular weight. Instead, by employing a lower molecular weight polymer one may
obtain a better injectivity while at the same time keep more or less the same EOR potential.
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Figure 8 Left plot: Polymer molar volume versus radial distance, for two different injected polymer
solutions: 1) the original, nondegraded solution, and 2) the predegraded solution that was produced at
the reservoir boundary in the first case. The red, dashed line shows the molar volume of the degraded
polymer solution (before reinjection). Right plot: Pressure drops between a given position and the
exterior boundary for the two cases. Note that the values at r = rw = 0.1m correspond to the well
pressures.

As a further illustration, in figure 10 we show how the predegraded polymer discussed above performs
at all of the flow rates listed in table 4. In the left plot of the figure, we show the relative increase
in the pressure drop across the whole model if one uses the nondegraded polymer as opposed to the
predegraded one. In the right plot, we show the model predicted apparent viscosity at r = re for the two
choices of initial polymer. We see from the figure that if we inject the polymer at rates much higher
than Q = 300m3 d−1, there is not necessarily much difference in injectivity between the two polymer
solutions although, at these rates, the viscosity loss will obviously be higher than for the rates close to
300m3 d−1. Again, the figure shows that for flow rates close to 300m3 d−1, the lower molecular weight
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Figure 9 Left plot: Apparent viscosity versus radial distance, for two different injected polymer solu-
tions: 1) the original, nondegraded solution, and 2) the predegraded solution that was produced at the
reservoir boundary in the first case, with ∼ 46 % reduced molecular weight compared to the original
polymer. Right plot: The same data as in the left plot, but zoomed in on the y-axis to see the difference
in viscosity as r→ re. In this case the viscosities at r = re were, respectively, 6.4 cp and 6.2 cp.

polymer has a better injectivity, but more or less the same viscosity as the higher molecular weight
polymer at long distances from the well.
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Figure 10 Left plot: The relative increase in ∆p = p(r)− pe, when using the nondegraded polymer as
opposed to the polymer that was previously degraded at Q = 300m3 d−1 (∼ 46 % reduced molecular
weight). Right plot: The corresponding model predicted apparent viscosities at r = re = 20m.

Further well injectivity discussion

In general, when it comes to polymer flooding, concerns are often raised about well injectivity (Seright
et al., 2008; Seright, 2010; Glasbergen et al., 2015; Sheng et al., 2015). One potential problem is that the
polymer may partly plug the reservoir, e.g., if there is debris present in the solution, or if the sizes of the
macromolecules (i.e., the effective hydrodynamic radius of the polymer solution) are on the same order
of magnitude as the typical pore size in the reservoir. The latter problem may arise when high molecular
weight polymers are attempted injected into low permeability reservoirs. It is likely that this might be
a problem for the polymer studied in this work (Mw = 20MDa) at the lowest permeability investigated
(k = 10mD). However, we do not consider any plugging effects in the simulations, and we focus most
of the discussion on cases where the permeability is large.

Assuming that the above mentioned problems can be avoided, the main issue to investigate is the ex-
pected increase in flow resistance near the well when a polymer solution is injected. This is especially
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critical for the high molecular weight, viscoelastic polymer types, as they have the potential to induce
larger resistance factors than polymer solutions that are primarily shear thinning (e.g., xanthan). Be-
cause of this, operators are naturally concerned with whether polymer can be injected at flow rates that
are economically feasible. Despite frequent worries, many reports from fields that have been flooded
with polymers suggest that well injectivities may be much higher than anticipated. The standard ex-
planation for these observations is that many wells are likely to be fractured. It is known that even for
many ’ordinary’ waterflooding projects, fractures are likely to be opened during injection (van den Hoek
et al., 2008), and when a viscous polymer solution is added to the mix, this opening of fractures is is
only going to be exacerbated (see, e.g., Seright et al. (2008) for a discussion). Indeed, for several recent
field cases, the existence of fractures has been inferred (e.g., at the Daqing oilfield in China (Wang et al.,
2008, 2009), at the Tambaredjo field in Suriname (Let et al., 2012; Manichand et al., 2013), and at the
Matzen field northeast of Vienna (Gumpenberger et al., 2012; Zechner et al., 2015; Clemens et al., 2016;
Lueftenegger et al., 2016)).

Based on the above considerations, it is clear that if fracturing the formation is accepted, and if the extent
of the fractures can be controlled so as to not negatively impact the oil recovery, it will be beneficial for
the polymer flooding process (Seright et al., 2008). When fractures are present, it is not unrealistic to
imagine that the fluid velocity can decrease by as much as two orders of magnitude (Let et al., 2012).
This will go a long way to alleviate the problems associated with strong shear thickening behaviour and
polymer mechanical degradation in the near well area.

On the other hand, if the opening of fractures is not accepted, well injectivity is necessarily going to
be reduced when a polymer solution is injected. However, we have seen that if sufficient amounts of
degradation occur, the effective viscosity will rapidly drop as the solution travels through the first few
centimetres of the formation. Consequently, the additional flow resistance imparted by the polymer
solution will not be as high as one might fear, based on the apparent shear thickening fluid rheology
alone. In order to illustrate this more clearly, we have performed some additional simulations where only
certain parts of the polymer model were used. Specifically, for the k = 1D model runs shown in table 4,
we have run all the simulations again, but this time without the degradation model activated. First, we
assumed that the polymer was showing a shear thinning behaviour only, i.e. shear thickening behaviour
was also neglected. Next, we assumed that the polymer solution displayed both shear thinning and shear
thickening fluid rheologies, but that it was non-degradeable. We then compared, for all simulated rates,
the relationship between the steady-state pressures, and the flowrates. The resulting well pressures and
pressure drops are shown in figure 11. Note that, in the right plot of this figure, we have computed
resistance factors across the whole simulation model. That is, ∆p is computed as the difference in the
pressure at the well and at the external grid boundary.

For the full model, figure 11 shows that for most investigated cases, the pressure drop is expected to
increase by a factor ∼ 2 compared to the purely shear thinning polymer. And, for rates in the lower end
of the degradation regime (e.g., Q = 175m3 d−1, corresponding to a flux of 13.9m d−1 at r = rw), the
difference can be even larger, in this case, close to a factor ∼ 3. However, compared to a naive extrapo-
lation of pressure drops measured in the shear thickening regime in the lab, the difference between the
two situations is not that large. For a Newtonian fluid with viscosity equal to the low shear viscosity of
the polymer, the difference is even smaller.

Indeed, when using the shear thickening model without degradation, extremely high pressures were pre-
dicted. For example, at the highest employed flow rate of Q = 2500m3 d−1, the well pressure was more
than 13000 bar, corresponding to a resistance factor of ∼ 1000 across the simulation grid (figure 11,
right plot). This is clearly a nonsensical result, but it illustrates well why it is necessary to include in
some way the effects polymer degradation in the simulations. In the polymer modelling literature, pre-
vious workers who have implemented shear thickening behaviour, but not degradation, have typically
set an upper limit for the apparent viscosity (see, e.g., (Delshad et al., 2008) and (Sharma et al., 2011)).
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Figure 11 Left plot: Steady-state pressure at the injection well, for the various employed flowrates at
k = 1D, and assuming two different polymer rheology models: 1) the full model (with degradation), and
2) a purely shear thinning model. Also shown is the calculated steady-state pressures for pure water
injection at the same rates, pwat = pe +∆pwat = pe +Qηs ln(re/rw)/2πkh. The formation thickness
was h = 20m, and the porosity was φ = 0.2. Right plot, left axis: Resistance factors across the whole
simulation model, for three different assumed polymer rheology models. In addition to the two models
investigated in the left plot, the purple squares are results obtained when the polymer was assumed to
be shear thickening, but not degradeable. Right plot, right axis: The percentage reduction in molecular
weight of the polymer that was produced at r = re, for the case when the full model was run, i.e.,
including both shear thickening and mechanical degradation.

Simulations in layered reservoirs with no crossflow

As a final example, we have performed a simulation in a reservoir with 2 vertical layers of different
permeabilities, kH = 1462mD (’high’ permeability) and kL = 537mD (’low’ permeability). In order
to make the analysis more tractable, we have here only investigated the case with no crossflow. The
average permeability is k̄ = (k1h1 +k2h2)/(h1 +h2)≈ 1D, and the ratio between them is kH/kL = 2.72.
Below, in figures 12 and 13, we show the steady-state simulation results when polymer was injected
at the rate Q = 300m3 d−1. In figure 12, we plot the molecular weights (molar volumes) and shear
rates as a function of radial distance in the two layers. Also shown is the corresponding profiles for the
homogeneous case with k = 1D. From the figure we observe that the shear rate is higher in the ’high’
permeable layer, and that as a consequence more polymer is degraded there. This is because most of
the total flow rate is allocated to this layer. In the present example, the flow rates in the two layers
were QH = 215.1m3 d−1 and QL = 84.9m3 d−1, respectively. In figure 13 we show the corresponding
pressure and apparent viscosity profiles.

Initially, when using the history matched parameters given in table 2, the model apparent viscosity was
actually predicted to be higher in the low permeability layer. This is opposite of what one would expect
from considerations of the shear thinning rheology of the polymer, as both a higher Mw and a lower γ̇
(figure 12) would lead to a higher viscosity at low shear rates. This behaviour (not shown here) was
due to the depletion layer model used in the simulator. The depletion layer effect is caused by the
steric exclusion of large polymer molecules from the walls of the pores. As a consequence, the polymer
concentration near the walls of the pores is lower than in the middle of the pores, and this results in an
apparent slip effect so that the effective viscosity becomes smaller than the corresponding bulk viscosity
(the effective polymer concentration used in the viscosity calculations is lower). In the original model,
cp was assumed to be zero in the depleted layer, and the size δ of the depleted layer was set equal to the
hydrodynamic radius of the polymer in solution, Rh.

However, as we mentioned in our previous paper Nødland et al. (2016), the experimental bulk viscosity
data that were used to tune the model parameters were of rather low quality at the lowest shear rates.
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Figure 12 Left plot: Polymer molar volume versus radial distance when polymer was injected at a
constant flow rate of Q = 300m3 d−1 (at steady-state). In the figure, kH shows the result in the ’high’
permeable layer, and kL represents the ’low’ permeable layer. Both layers have thickness 10 m, and
there is no communication between them. Also shown is the corresponding profile for the case where
the entire thickness of 20m had a permeability of 1D. Right plot: The in-situ shear rate profiles for the
2 layers, as well as for the homogeneous case. Note that approximately 70 % of the total volumetric
injection rate is allocated to the high permeable layer.
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Figure 13 Left plot: Water pressure versus radial distance when polymer was injected at a constant
flow rate of Q = 300m3 d−1 (at steady-state). In the figure, kH shows the result in the ’high’ permeable
layer, and kL represents the ’low’ permeable layer. Both layers have thickness 10 m, and there is no
communication between them. Also shown is the corresponding profile for the case where the entire
thickness of 20m had a permeability of 1D. Right plot: The corresponding apparent viscosity profiles
(zoomed in to see the differences at the distances farthest away from the well).
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In the original model, in the formulas for computing corrections in polymer concentration and apparent
viscosity due to the presence of layers depleted in polymer, the viscosity ratio Mν = ηp/ηdw between
the polymer rich phase (ηp) and the depleted layer (ηdw) was used. During subsequent work we have
discovered that this gives rise to an overestimation of the depletion layer effect at low permeabilities, and
at high polymer concentrations. Therefore, for the heterogeneous case presented here, we introduced a
small change to this part of the model, wherein each occurrence of the term Mν in the equations were
replaced by

√
Mν . One could also correct the model so that the depleted layer thickness decreases with

increasing polymer concentration. (Omari et al., 1989).

For the simulations with the corrected model, shown in figures 12 and 13, the apparent viscosity is
highest in the low permeable layer, as expected.

Summary and conclusions

To sum up, we have applied our previously developed polymer flooding simulator to a series of synthetic
cases in a radial geometry. The purpose of these simulations was to investigate how the model predicts
the in-situ rheology of the polymer in the vicinity of an unfractured, vertical injection well. In particular,
we have focused on the amount of mechanical degradation that can be expected near the injector. The
model used in this paper has been history matched to lab data, and it is therefore expected that our
predictions could be quite realistic.

We should point out some limitations of the current work:

• Permeability reduction due to polymer adsorption has not been taken into account. If this mecha-
nism is significant near the well, additional degradation must be expected

• The brine that was used was the synthetic sea water (SSW) employed in our previous study, and
also reported by Stavland et al. (2010). We have not considered how varying the ionic composition
of the brine may alter the amount of polymer degradation

• We have only made some preliminary investigations into the effects of near well rock heterogene-
ity on the polymer behaviour. Moreover, we have only considered the steady-state behaviour of
the polymer solutions, and we have ignored the effects of vertical crossflow

• The depletion layer mechanism has not been investigated in detail. However, the amount of degra-
dation that is predicted is not expected to vary greatly depending on the exact model chosen to
describe this phenomenon

• We have only performed 1-phase simulations, at isothermal conditions (T = 20 ◦C)

• All simulations conducted in this paper have been based on the history matched properties of
a single polymer type: HPAM 3630S, with Mw = 20MDa (SNF Floerger). However, similar
analyses could be made with other polymers as well. The input parameters used in this paper
were obtained from matching the model to standard core flooding experiments and bulk rheology
measurements

Based on our simulation results, some main observations are:

• A very fine grid is needed in order to accurately simulate the degradation process. This makes it
difficult to upscale lab results to realistic field cases

• In the absence of fractures, the amount of polymer mechanical degradation can become significant,
even for high permeability reservoirs (e.g., table 4)

• However, the degradation can be greatly reduced by lowering the injection rate. For the polymer
investigated here, the degradation is predicted to be relatively low as long as the shear rate close
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to the well can be kept on the order of O(103) s−1, or smaller (figure 4). For a homogeneous
reservoir with permeability 1D, this corresponds to an interstitial velocity at the sandface of at
most ∼ 70 m d−1, or a flux of at most ∼ 14 m d−1 (∼ 46 ft d−1). This value will obviously vary
depending on the type of polymer investigated, and on the degree of rock heterogeneity

• The value of resistance factors at the field scale cannot simply be extrapolated from corresponding
shear thickening viscosities at the core scale. This is because of the radial geometry that was
employed in the near well simulations, as opposed to the linear geometry used in the core floods.
Also, if near well degradation is neglected, the predicted well pressures become unrealistically
high

• It need not always be the best option to select the polymer with the highest possible Mw (for a
given reservoir). Instead, if the polymer is expected to undergo some degradation anyway, a lower
molecular weight polymer may provide similar viscosifying ability, but at the benefit of requiring
a lower injection pressure

Future work

For future work, it will be interesting to look at situations where both water and oil are present, in order
to study the effects of polymer degradation on oil recovery. The model should also be applied using
constant pressure boundary conditions on the injector. However, in order to apply the model to realistic
field cases, some sort of upscaling procedure or ’effective model’ is needed. Otherwise, the simulation
times needed to run the model accurately become impractical.
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Tables

Table 1 Rock and fluid properties used as input parameters for the simulations.
Parameter Value Unit Description

Rext 20.0 m Exterior radius
h 20.0 m Reservoir thickness
rw 0.1 m Well radius
dtop 2200 m Depth below sea surface of reservoir top
pre f 200 bar Reference pressure
pinit 200 bar Initial reservoir pressure
Tre f 20 ◦C Reference temperature
Tinit 20 ◦C Initial reservoir temperature
Tin j 20 ◦C Temperature of injected water
φ 0.2 Porosity
ρw 1.0 g ml−1 Water density at reference conditions
Cr 1.0×10−5 bar−1 Rock compressibility @ 200 bar
Cw 4×10−5 bar−1 Water compressibility
µw 1.07 cp Water viscosity at reference conditions
Bw 1.0 m3 m−3 Water formation volume factor
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Table 2 Polymer properties used as input to the simulations.
Parameter Value Unit Description

[η ]re f 3750 ml g−1 Reference intrinsic viscosity
k′ 0.01 First Huggins constant
k′′ 0.077 Second Huggins constant
Mw 20 MDa Polymer molecular weight
aMv 0.6 Mark-Houwink exponent
T 20 ◦C Reference temperature
Cp 1500 ppm Injected polymer concentration
IPV0 0.1 Inaccessible pore volume (constant part)
fdpl 1.0 Multiplication factor for thickness of depletion layers
C 3.0 Tortuosity used to calculate effective pore radius for polymer
IPV0 0.1 Inaccessible pore volume (constant part)
αc 2.0 Parameter used to compute in-situ shear rate
λa 0.350 K mol−1 J−1 Parameter for determining λ1 (shear thinning model)
λb 1.0 Parameter for determining λ1 (shear thinning model)
an 0.063 Parameter for determining n (shear thinning model)
bn 0.804 Parameter for determining n (shear thinning model)
x 1.0 Fitting parameter in the Carreau-Yasuda model
m2 1.5 Slope parameter in the elongational viscosity model
x2 3.0 Fitting parameter in the elongational viscosity model
rdeg 0.0015 Rate parameter for degradation model
αd 3.0 Exponent used in degradation model
βd 1.0 Exponent used in degradation model
Cel 4.0 Fitting parameter in the elongational viscosity model

Table 3 Information about grid discretization for 10 different investigated cases discussed in the main
text. For each case, ∆r0 is the length of the first grid block in the radial direction. This block size was in
most cases repeated N0 times, with the total length of the N0 grid blocks being equal to 25 cm. For the
cases where ∆r0 ≥ 25cm, only 1 grid block had this size. However, in these cases the following blocks
had a lower block size, since it was set as a requirement that the total number of blocks should be equal
to nrad = 100, if possible (this choice was quite arbitrary). For the cases with the finest discretization,
the choice of using N0 blocks with length ∆r0 naturally led to the use of more than 100 grid cells in the
radial direction.

Case id. nrad ∆r0 [m] N0

1 510 0.0005 500
2 260 0.001 250
3 100 0.005 50
4 100 0.01 25
5 100 0.05 5
6 100 0.1 2
7 100 0.5 1
8 100 1.0 1
9 100 5.0 1
10 100 10.0 1
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Table 4 Results for the different simulations performed at k = 1D, and at different applied flow rates, Q.
The formation thickness was h = 20m, and both Q and Q/h are displayed in each row of the table. Also
shown is the percentage loss in molecular weight, Pdegr, the steady-state pressure at the injection well,
Pin j, as well as the shear rate at r = rw, γ̇sand .

Q [m3 d−1] Q/h [m2 d−1] γ̇sand [s−1] Pdegr [%] Pin j [bar]

50 2.5 309.0 0.06 202.2
100 5 618.1 3.74 206.8
125 6.25 772.6 10.19 209.4
150 7.5 927.1 17.25 211.6
175 8.75 1081.6 24.51 213.4
200 10 1236.2 30.26 215.1
250 12.5 1545.2 39.19 217.9
300 15 1854.2 45.74 220.5
400 20 2472.3 54.74 225.0
500 25 3090.4 60.70 229.0
600 30 3708.5 65.00 232.6
700 35 4326.5 68.28 236.0
750 37.5 4635.6 69.65 237.6
1000 50 6180.8 74.75 245.2
1250 62.5 7726.0 78.13 252.0
1500 75 9271.2 80.56 258.4
1750 87.5 10816.4 82.41 264.4
2000 100 12361.6 83.87 270.1
2250 112.5 13906.8 85.06 275.5
2500 125 15452.0 86.06 280.8
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Abstract Polymeric liquids are of great practical impor-
tance for porous media flow as they can be used to improve
the sweep of water in the reservoir and therefore improve
the recovery of oil. Due to the non-Newtonian behavior of
these liquids, they are extremely challenging to model. In
this paper, we present a model that is capable of describ-
ing the most commonly observed flow regimes in porous
media: (i) Newtonian, (ii) Shear thinning, (iii) Shear thick-
ening, and (iv) Mechanical degradation. The novel feature
of our model is that the time constants for the shear thin-
ning and shear thickening behavior are related to variations
in reservoir properties and conditions, thus making it possi-
ble to translate lab results to larger scale without introducing
new fitting parameters. Furthermore, we present a way to
estimate polymer mechanical degradation in porous media.
In our model, the polymer degradation rate is linked to the
effective pore radius (using a Kozeny-Carman type equa-
tion), shear stress, and polymer molecular weight, Mw. The
degradation results in a lower Mw, while the polymer vol-
umetric concentration is unaffected. The model is applied
to a series of laboratory core flood experiments conducted
with partially hydrolyzed polyacrylamide, HPAM, of differ-
ent initial Mw ranging from 5 to 20 MDa in seawater, and
core permeability varied from 137 to 2019 mD. The flow
rate is varied approximately three orders of magnitude and
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oddbjorn.m.nodland@uis.no

1 The National IOR Centre of Norway, Stavanger, Norway

2 International Research Institute of Stavanger (IRIS),
Stavanger, Norway
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covers the shear thinning, shear thickening, and degradation
flow regimes. We show that our model is able to reproduce
experimental rate-dependent flow resistance, as well as vis-
cosity of effluent samples. An important aspect supporting
the use of the model as a predictive tool is that all the sim-
ulations with a given brine have made use of a single set of
input parameters to describe the observed shear thickening
and degradation behavior. Simulation of a second experi-
mental series using low salinity brine required a separate set
of input parameters for the shear thickening and shear degra-
dation. The onset of shear thickening was not affected while
shear thickening was reduced and degradation appeared to
be slower.

Keywords Polymer flooding · Reservoir simulation ·
EOR · Shear thickening · Polymer degradation · Porous
media

1 Introduction

Polymers added to the injection brine increase the aque-
ous phase viscosity and can decrease the water permeability.
This can result in better sweep and hence, in faster produc-
tion of oil [60]. However, many factors must be considered
for a proper evaluation of a polymer flooding project. Aside
from important practical issues, such as economic viability
and environmental concerns, there are still many theoretical
challenges related to predicting the behavior of polymeric
liquids inside the reservoir. In particular, we need to improve
our understanding of the different rheological flow regimes
of the polymer, and how they depend upon local variations
in the reservoir parameters, such as porosity, permeabil-
ity, temperature, and brine salinity. This is crucial to obtain
predictive accuracy for polymer flooding at the field scale.
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The main difficulty in modelling polymer flooding lies in
the fact that EOR polymers are non-Newtonian fluids. For
Newtonian fluids, there is a linear relationship between the
shear stress and the rate of strain, τ = ηγ̇ , where the slope
is the viscosity of the fluid. For non-Newtonian fluids, the
dynamical behavior is encoded in the stress tensor, which is
determined from constitutive equations [2]. Given a set of
such equations, a relationship between flow rate and pres-
sure drop can be found. For porous media flow, this is very
challenging as the pore geometry is non-uniform and the
shear rate vary from point to point in space. Nevertheless,
to describe polymeric flow in porous media it is common
to define an apparent shear rate, which is proportional to
the Darcy velocity, u, and inversely proportional to the
square root of the porosity and permeability, γ̇ ∝ u/

√
kφ.

The apparent viscosity is defined from Darcy’s law, η =
−k∇p/u. For very low apparent shear rates, the apparent
viscosity may be approximately constant (Newtonian flow
regime), but at increasing levels of shear it tends to become
shear thinning. This is especially the case for biopolymers
such as xanthan, which have been consistently observed to
display shear thinning behavior in bulk solutions, as well as
when flowing through porous rock samples. On the other
hand, for synthetic polymers such as HPAM, additional
effects are usually observed in porous media as the shear
rate increases. For these polymers, experiments have repeat-
edly revealed pronounced dilatant effects at higher shear
rates (“apparent shear thickening”), resulting in a dramatic
increase in the macroscopic flow resistance [9, 11, 23, 34].
In coreflooding experiments performed at flow rates in this
regime, the additional pressure drop can be several orders of
magnitude larger than the corresponding pressure drop for a
purely shear thinning polymer.

Another critical factor to consider is polymer mechan-
ical degradation in porous media. It is well documented
that when sufficient extensional forces are applied, covalent
bonds along the polymer chain backbone may rupture [39,
51]. When this happens, the polymer is split up into smaller
molecules, and depending on the number of chain scission
events, it can lead to a dramatic, permanent decrease in
the effective viscosity of the polymer solution. Obviously,
the issue of mechanical degradation is especially critical
in and around the injection/production facilities, where the
molecules are exposed to high shear rates and, possibly, to
turbulent flow [67]. Moreover, it has been recognized that
the amount of degradation will be a function of the reservoir
heterogeneity in the near well region (e.g., [61, 64]). Thus,
if proper care is not taken as to minimize the degradation,
the EOR potential on the field will be greatly compromised
[55]. In one recent field case, polymer degradation was
observed to give a 75% reduction in the low shear viscos-
ity, whereas beforehand it had only been expected to be
25% [41].

In order to better quantify the uncertainties surround-
ing a polymer flooding project, it is therefore important to
include all of the relevant physics into the simulation tools
used to forecast the performance of the polymer flood. A
challenge with models for polymers in a porous medium
is that they tend to contain a large number of parameters
that needs to be manually tuned for each particular appli-
cation. However, in a field case there will, in addition to
spatial variation in permeability and porosity, be (possibly
large) gradients in temperature and salinity, stemming from
differences between the injection and formation brines.
Temperatures deep within the reservoir are typically much
higher than the injected water, and the ion concentrations
that are injected are usually lower than those already present
in the formation. Variations in all of these parameters will
alter the fluid rheology, and this needs to be captured in
simulation models. Furthermore, in situations where the
elastic contributions to the flow resistance become impor-
tant, it is necessary to have a suitable model for polymer
mechanical degradation, as this process will start to have an
impact shortly after the onset of the shear thickening flow
regime.

The purpose of this paper is two-fold: (i) to present a
new, “unified” simulation model for polymer flooding and,
in particular, (ii) to present a model for polymer mechan-
ical degradation in porous media. The model covers all
the experimentally observed flow regimes in porous media,
and it is compared, successfully, with experimental results
over a wide range of flow rates and permeabilities. With
our approach, the time constants that define the transition
between the various flow regimes are related to reservoir
parameters, such as permeability, porosity, temperature etc.
As a result, we are able to greatly reduce the amount of
free parameters, thus allowing for an easier upscaling of
lab results. We demonstrate that we can simulate the behav-
ior of different polymers with mostly the same set of input
parameters.

The rest of this article is organized as follows. First, we
start by giving a short literature review on existing polymer
models. Then, in Section 3, we give a thorough account of
the mathematics used to describe the polymer rheology in
our proposed model. In Section 3.2 we test the shear thin-
ning part of the model by comparing it to bulk rheology data
from Stavland et al. [64]. After this, we summarize the entire
viscosity routine with focus on numerical implementation
aspects. We apply the simulation model to experimental
core flooding data, also from Stavland et al. [64], and we
provide a discussion of the results. Finally, we apply the
model to a dataset from Howe et al. [28], in which a brine
of lower salinity was used compared with the other experi-
ments. Other important elements of the model, such as the
computation of in-situ shear rate, inaccessible pore volume
effects on polymer transport and reduced apparent viscosity,
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as well as a description of the currently implemented tem-
perature and salinity models, are relegated to an Appendix
at the back.

2 Overview of previous polymer simulation models

The commercial simulator that is often used as a refer-
ence with which to check other simulators, especially in
the industry, is Schlumberger’s ECLIPSE [20]. According
to the official technical description, ECLIPSE 100 currently
has more functionality than ECLIPSE 300 with regard to
polymer flooding. In the former simulator, the following
modelling options have been included:

– A Todd-Langstaff mixing model for handling disper-
sion at the front edge of a polymer slug, and viscous
fingering at the rear edge

– Polymer (instantaneous) adsorption
– A model for permeability reduction, computed in terms

of the adsorbed polymer concentration
– Inaccessible (dead) pore volume
– Various temperature effects
– Various salinity effects, e.g., influence of salinity on

polymer adsorption
– Various models for handling non-Newtonian polymer

rheology

In ECLIPSE 100, the water viscosity can be modified
to account for shear thinning and/or shear thickening flow.
This can be done by providing viscosity multiplier tables,
where the multipliers are specified at a given set of flow
rates or, alternatively, shear rates. In the latter situation, the
effect of permeability can be more easily accounted for,
since the shear rate satisfies γ̇ ∝ 1/

√
k. In the former sit-

uation, a different table needs to be specified for each rock
type if permeability effects are to be included. ECLIPSE
100 provides an option to model the polymer solution as
a Herschel-Bulkley fluid, in which case yield stress effects
can be incorporated. When it comes to polymer degradation,
ECLIPSE 100 does provide a model for thermal degrada-
tion. This effect is modelled as a half-life reduction in the
polymer concentration. No model for polymer mechanical
degradation has been reported implemented in ECLIPSE.

Another well-known commercial reservoir simulatior is
CMG STARS [63]. In [24] Hatzignatiou et al. performed
simulations using this simulator, in order to test its capabili-
ties with regards to polymer flooding. In [24] no mechanis-
tic models for the polymer viscosity were implemented, and
the effects of the different flow regimes were captured by
using correlations, in the form of tabular input data, for the
effective polymer solution viscosity. The authors concluded
that the non-Newtonian behavior of the polymer could be
successfully simulated up to certain flow rates, but they

experienced numerical issues at the highest flow rates when
shear thickening and degradation effects became significant.

The perhaps most well-known research reservoir simu-
lator is the UTCHEM chemical flood simulator [56]. This
simulator was originally launched in the late 1970s in order
to simulate EOR processes involving surfactants and poly-
mers. Since its inception, the simulator has included a vari-
ety of effects, e.g., effects of temperature, inaccessible pore
volume, polymer rock adsorption and permeability reduc-
tion, as well as a description of how the ionic composition
of the brine may alter the polymer intrinsic viscosity. For a
long time, the rheology models that were used only incorpo-
rated Newtonian and shear thinning flow. However, during
the last decade, a more comprehensive polymer model has
been implemented in UTCHEM. In 2008, Delshad et al. [17]
proposed a unified viscosity model (UVM), in which New-
tonian, shear thinning, and shear thickening flow regimes
were accounted for. In their work, Delshad et al. used the
model to history match data from an earlier work by Masuda
et al. [40]. Since then, the model has been extended by
various workers from the same research group. For exam-
ple, in [54] the authors report that more options have been
added to the shear thinning and shear thickening rheology
models, such as dependencies of the viscosity on polymer
concentration. In addition, a model for polymer hydrolysis
in porous media was added. According to Sharma et al. [54],
the weight-average degree of hydrolysis, Dh, is represented
by an additional component (i.e., a “surrogate tracer”) in
UTCHEM. This component is advected through the grid in
the same way as the other components, except that a rate
equation has also been implemented in order to track how
Dh changes with time, and a tentative relation between Dh

and the polymer viscosity has been employed. For more
details on the hydrolysis model, see [37]. On the other hand,
no models for mechanical degradation of polymers have
been reported implemented in UTCHEM.

In addition to commercial and proprietary research
codes, there has recently been much focus on developing
open source tools for reservoir simulation. An example of
this is the Open Porous Media (OPM) Initiative [46]. In
the long run, these frameworks may become very useful
for modelling polymer flooding. However, at the present
stage, they do not include functionality that is not also avail-
able elsewhere. For example, at the time of this writing, the
polymer model implemented in OPM basically includes the
same functionality as ECLIPSE 100. To the authors knowl-
edge, none of the freely available source codes include
models to handle polymer degradation processes.

In general, relatively few models for polymer degrada-
tion have been reported in the reservoir simulation literature.
As an example, Sorbie and Roberts [59] presented a model
for polymer mechanical degradation that was applied to data
from Seright et al. [51]. In their simulations, the polymer
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was represented by 20 components, a discrete represen-
tation of the molecular weight distribution. Kinetic rate
equations were introduced to describe how larger molec-
ular weight fractions were split into smaller ones, and
random chain scission was assumed. The model assumed
that degradation of a given molecular weight species would
only occur above a given, critical value of the local fluid
shear/elongational stress (correlated with Darcy velocity).
However, the method requires detailed knowledge about
the molecular weight distribution, and about the statistics
of chain scission. In addition, the number of components
needed to accurately model the polymer with such an
approach will cause a large increase in the computer run-
ning time. Sorbie [60] notes that the model presented in [59]
was not strictly predictive, but that it gives a good qualitative
description of what can happen when polymer mechanical
degradation occurs in porous media. A similar approach was
recently taken by Brakstad and Rosenkilde [5], although
they assumed the polymers to rupture by midpoint scission.
In their model, polymer chain rupture starts at a critical
value of the Deborah number, defined as the product of
a polymer molecular relaxation time and a porous media
effective stretch rate. By introducing an appropriate scal-
ing for the relaxation time, their model predicts that large
molecular weight species will degrade into smaller pieces,
reducing their mole weight by 50%. The effective stretch
rate was in their model calculated as ε̇ = Kf · u/Dp, where
u is the Darcy velocity, Dp is a representative grain diam-
eter (computed from the Blake-Kozeny equation), and Kf

is a correction factor to account for different experimental
conditions.

A different type of approach was taken by Lange and Huh
[36], albeit in the context of modelling thermal degradation
of biopolymers. Their model was based on a second-order
kinetic rate equation for thermal degradation, assuming ran-
dom chain scission. In their work, the polymer molecular
weight distribution was represented by a single component,
representing the weight-average molecular weight.

To sum up, many different effects are included in current
polymer flooding simulators, but few simulators include
all of the relevant effects. In particular, we would argue
that the process of mechanical degradation has been given
insufficient attention in the petroleum simulation literature.
Additionally, there are a variety of other mechanisms that
may be important to consider when interpreting laboratory
data, but which are currently not available in most simula-
tion codes, e.g., models for depletion layers of polymers, as
well as more elaborate models for permeability reduction.
Finally, even in cases where most of these effects are pos-
sible to represent using existing tools, the application of the
models may require a lot of manual labour and fine-tuning.
This is especially the case if different sets of input param-
eters and/or tables are needed for each rock type in a large

field simulation. As such, it is our hope that the model pre-
sented herein may lead the way towards better mechanistic
models for polymer flooding, and that it can be used to cap-
ture the important average flow behavior of polymers in the
reservoir.

3 Mathematical model description
and preliminary discussion

As mentioned in the introduction, in reservoir simulation, it
is common practice to represent the relevant non-Newtonian
effects of EOR polymers by means of an apparent aqueous
phase viscosity, η, which must in some way be calculated
from the velocity obtained from Darcy’s law [60]. More-
over, one typically does this by correlating this apparent
viscosity to an apparent shear rate in porous media, γ̇ . Then,
calculation of η based on the value of the flow rate in
a simulation grid block requires the establishment of two
mathematical relationships, one between η and γ̇ , and a sec-
ond one between γ̇ and the Darcy velocity. We will also
adopt this approach. For convenience, we will use inter-
changeably the terms shear rate and viscosity to denote,
respectively, the apparent shear rate and apparent viscos-
ity. In our model, we propose to calculate this viscosity as
follows:

η = ηs + (ηsh − ηs) · ηelf . (1)

That is, we calculate the total viscosity as consisting of a
viscous, shear thinning part, ηsh, multiplied with an elon-
gational viscosity factor, ηelf . The expression for ηelf has
been chosen so that, for low shear rates, η ≈ ηsh, whilst at
high shear rates dominated by elongational flow, η ∝ η0γ̇

m,
where η0 is the viscosity at zero shear rate, and m is an
empirical parameter determined from experiments. Similar
expressions have been used in other simulators reported in
the literature, e.g., in [17] they calculate η as the sum of a
shear thinning viscosity and an elongational viscosity.

The viscous and elongational contributions to the total
viscosity will be further related to the local rock and fluid
properties. This will be the topic of the following subsec-
tions.

3.1 Shear thinning model: derivation

The shear thinning behavior of EOR polymers can normally
be well matched with a Carreau-Yasuda model [2, 71],

ηsh − ηs

ηsh0 − ηs

= (1 + (λ1γ̇ )x)−n/x , (2)

where ηsh is the shear thinning viscosity at a given shear
rate, γ̇ , and ηsh0 is the viscosity at zero shear rate (New-
tonian regime). The parameter λ1 is a relaxation time that
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determines the onset of shear thinning, and x and n > 0
are dimensionless tuning parameters, with x determining
the sharpness of the transition from the Newtonian to the
shear thinning regime. In terms of the specific viscosity,
ηsp = ηsh/ηs − 1, the Carreau-Yasuda equation can be
rewritten as

ηsp = ηsp0 · (1 + (λ1γ̇ )x)−n/x , (3)

which, in the limit of high shear rates, becomes a power-
law model in the specific viscosity with slope equal to
−n. Equation 3 is an empirical model, and the parameters
λ1 and n obtained from matching it with laboratory data
will in general be valid only for a specific polymer-solvent
combination at a specific temperature, and at a given poly-
mer concentration. Therefore, to reduce the amount of free
parameters, it would be of great interest to be able to relate
λ1 and n to other, known parameters in the model.

The shear thinning index, n, in the Carreau-Yasuda
expression has experimentally been found to depend on
polymer concentration and the intrinsic viscosity [64]. We
have suggested a correlation to capture this dependency,

n = 1 − 1

1 + (an[η]cp)bn
= 1 − 1

1 + (an · X)bn
, (4)

where the symbol X is used to denote the product of poly-
mer mass concentration, cp, and polymer intrinsic viscosity,
[η]. The correlation has been chosen so as to bind n between
its physical limits, n ∈ [0, 1). In Eq. 4, an and bn are
constant input parameters for a given polymer, typically
obtained from fitting the Carreau-Yasuda model with at least
two different polymer concentrations.

A lot of excellent experimental and theoretical work has
been done in polymer science to visualize, and to inter-
pret polymeric molecular motion in shear flow. Microscale
behavior of DNA molecules has been studied using video
fluorescence microscopy, tumbling configurations such as
stretch, align, flip, and collapse have been observed [53,
58] and identified as important for the shear thinning flow
regime [66]. During the tumbling motion, the polymeric
particles spend on average a longer time oriented in the flow
directions, and the resulting frictional losses cause shear
thinning. In our description of the shear thinning behavior,
all the detailed molecular configurations are averaged out,
and we are only interested in the characteristic time that
determines the transition from Newtonian to shear thinning
flow. This characteristic time can be found by considering
when the Brownian motion is overcome by the hydrody-
namic forces, and in Eq. 2, it corresponds to when γ̇ ·λ1 ∼ 1.
In the present work, we relate λ1 to a characteristic time
scale of rotational diffusion by

λ1 = 1

2Drot

, (5)

which is the rotational relaxation time for a rigid object.
Equation 5 is the same expression that was suggested by
Chauveteau [8] for rigid rod polymers. The diffusion coef-
ficient is computed from the Einstein relations known from
statistical mechanics. For describing both rotational and
translational diffusion of a Brownian particle immersed
in a Newtonian fluid, we use the Einstein-Smoluchowski
relation [18],

D = kBT

f
, (6)

where D is the diffusion coefficient, kBT is the thermal
energy, and f is an appropriate friction factor. Here, kB

is the Boltzmann constant, which has a numerical value of
kB = 1.38 · 10−23 J K−1 in SI units. For a rotating rigid
sphere of radius R immersed in a Newtonian liquid of vis-
cosity ηs , the friction factor in Eq. 6 is f = 8πηsR

3

[4, p. 95]. By approximating the flexible polymer in solu-
tion as a rigid sphere with a given hydrodynamic radius, Rh,
we therefore compute the rotational diffusion coefficient
according to

Drot = kBT

8πηsR
3
h

. (7)

Inserting (7) into (5) yields

λ1 = 4πηsRh
3

kBT
. (8)

Next, we need an expression for the hydrodynamic radius.
Before we give the derivation, we list some basic equations
and assumptions that are needed for the derivation.

The polymer viscosity is mainly controlled by the intrin-
sic viscosity, and polymer concentration. The intrinsic vis-
cosity is defined by [26]

[η] = lim
cp→0

ηsh − ηs

cpηs

. (9)

The relation between [η] and the viscosity-averaged poly-
mer molecular weight Mw is given by the Mark-Houwink
equation [21]:

[η] = K · Mw
a . (10)

In Eq. 10, K and a are constants, which in general will
depend upon the given polymer-solvent pair, and the solu-
tion temperature. For random chain polymers in good
solvents, typical values of a lie in the range 0.5–0.8 [26].

We use a cubic polynomial to calculate the specific vis-
cosity at zero shear rate, ηsp0, in terms of [η] and cp.
Specifically, we use

ηsp0 = X + k′X2 + k′′X3 , (11)

where k′ and k′′ are constants and where, as before, X =
[η] · cp denotes the product of polymer intrinsic viscosity,
and polymer concentration. The intrinsic viscosity in Eq. 11
is a function of Mw, and the equation captures the main
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effect of polymer concentration on the effective viscosity.
The equation can further account for the viscosity altering
effect of changing the ionic concentrations, by making [η]
salinity dependent (see Appendix A.4).

The hydrodynamic radius is now calculated by combin-
ing the following points:

– Calculate the dense spherical radius of the polymer,
Rsph, as obtained from the polymer molecular weight
and polymer density, ρp

– Relate Rh to Rsph by introducing a “swelling factor,”

sw, defined as the ratio between the effective hydro-
dynamic volume occupied by the polymer and the dense
spherical volume, i.e., 
sw = (Rh/Rsph)

3

– Obtain an expression for the swelling factor in terms of
the polymer intrinsic viscosity

With regards to the latter point, we calculate the swelling
factor from the Stokes-Einstein equation for the viscosity of
a dilute suspension of solid spheres [49]:

η

ηs

= 1 + 
h/2

(1 − 
h)2
≈ (1 + 2.5
h) . (12)

In Eq. 12, 
h is the volume concentration of the spheres. In
terms of 
sw as defined above and the mass concentration
of polymer, we get:


h = 
sw · cp

ρp

. (13)

Then, by using Einstein’s first order approximation, Eq. 12,
we get

ρp · η − ηs

ηscp

= 2.5 · 
sw , (14)

from which we deduce, by taking the limit cp → 0:


sw = [η] · ρp

2.5
. (15)

The dense spherical radius is obtained from the expression

ρp = Mw/NA

4πRsph
3/3

, (16)

where NA is Avogadros’ number. Thus

R3
h = 3

4πNAρp

· 
sw · Mw , (17)

and by combining Eqs. 15 and 17, we finally obtain

Rh = (
3

10πNA

)1/3 · ([η] · Mw)1/3 . (18)

We note that expression (18) is the same as the one given
in, e.g., [27], when making the proper unit conversions. It
is also commonly seen in various textbooks. Combining
Eqs. 8 and 18, the rotational relaxation time can finally be
calculated as

λ1 = 6

5Rg

· ηs[η]Mw

T
, (19)

where Rg = kB · NA is the ideal gas constant. Note that
this time constant is equal to the one predicted by the
FENE dumbbell model. In the FENE model the factor 6/5 is
replaced by (b + 5)/b, thus in our model b = 25, which fits
well with experimental observations where b is reported to
be in the range [10, 100] (see e.g. Bird et al. [3, p. 81]). In
Eq. 19, to account for the gradual increased relaxation time
caused by interaction forces between polymer molecules at
higher concentrations, we replace [η] with the first order
approximation:

[η] ≈ ηsp0

cp

. (20)

Thus, the final expression used in the simulation model
becomes

λ1 = λa · ηsηsp0Mw

cpT
, (21)

where the prefactor λa , having a theoretical value of λa =
0.144 K mol−1 J−1, is used as a tuning parameter to account
for approximations in the derivation by assuming spherical
shape, and by ignoring shear deformation of the polymer
body. Also, uncertainty in the molecular weight and even-
tual effects of polydispersivity will affect the value of λa .
Equation 21 provides a scaling of the rotational relaxation
time which can be used to generate different shear thin-
ning viscosity curves as a function of the local polymer
properties. This scaling group is the same as in the Rouse
relaxation time for dilute solutions presented in [8]. The
remaining input parameters required to calculate the shear
thinning viscosity—k′, k′′, K , and a—may be varied among
different polymers, but they should be known from bulk
rheology measurements.

3.2 Shear thinning model versus bulk rheology data

The shear thinning model was matched with bulk rheol-
ogy data for some of the HPAM polymers investigated in
Stavland et al. [64]. The polymers are listed in Table 1
using a four-digit name indicating their molecular weight
(two first digits) and hydrolysis degree (two last digits), e.g.,
2030 indicates an average molecular weight of 20 MDa,
with 30% degree of hydrolysis. The commercial names of
the polymers have also peen provided in the table. For most
polymer types the data were recorded at 7 different concen-
trations in the range from 250 ppm to 5000 ppm, and at shear
rates from 0.1 to 500 s−1.

The model parameters were estimated, for one polymer
at the time, by minimizing the sum of squared relative error
between calculated and measured specific viscosity for all
datapoints covering variation in concentration and shear
rate. The minimization was first done with a minimum of
constraints. The expression for the shear thinning index,
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Table 1 Matched parameters for the shear thinning model, as well as calculated zero shear thinning exponents, shear viscosities, and polymer
relaxation times for the bulk solution

Polymer Mw [η] k′ k′′ λa an bn x n η0 λ1 φ1 λ2

530 (3230S) 5 1467 0.01 0.12 0.722 0.063 0.804 1 0.170 4.86 0.031 0.21 0.00103

1030 (3430S) 10 2275 0.22 0.049 0.803 0.063 0.804 2 0.225 9.58 0.155 0.218 0.00335

1530 (3530S) 15 2424 0.247 0.091 0.306 0.078 0.56 1 0.331 13.18 0.126 0.177 0.00413

2030 (3630S) 20 3750 0.01 0.077 0.350 0.063 0.804 1 0.303 22.17 0.336 0.223 0.01138

Howe et al. [28] 3.6-31 0.247 0.178 0.450 0.078 0.505 1.1

In addition, the critical time scale λ2 has been calculated, at porosity φ = φ1. All the simulated HPAM polymers from SNF Floerger had a
reported hydrolysis degree of 30%, and the Mark-Houwink exponent was set to a = 0.6 for all four polymers. The injected polymer concentration
was 1500 ppm in all of the core experiments from Stavland et al. [64]. Also included is the input parameters used to match bulk viscosity data
from Howe et al. [28]. The dimensional quantities listed in the table have the following units: [Mw] = MDa, [η] = ml g−1, [λa] = K mol−1 J−1,
[η0] = mPas, [λ1] = [λ2] = s

Eq. 4, was fitted to the result in the left plot of Fig. 1. Then,
the minimization was repeated with fixed shear thinning
index parameters.

In the right plot of Fig. 1, we see the matched values of λ1

versus the scaling group Xc = ηsηsp0Mw/cpT on a log-log
plot, see Eq. 21. The line in the figure indicates a constant
λa parameter that matches the higher λ1-values. However,
using λa individually matched for each polymer type (see
Table 1) resulted in a slightly better match to the simulated
coreflood experiments presented later.

3.3 Shear thickening model: background

In straight uniform conduits and steady-state flow, poly-
mers tend to display a shear thinning behavior. In contrast,
in a porous medium, the apparent viscosity at high shear
rates has frequently been observed to increase with shear
rate. Similar behavior has also been seen in capillary tubes
with an abrupt contraction, as well as in channels with
varying cross-sections [6, 8, 9]. For the case of capillary
tubes, it has been argued that the increased flow resistance

is caused mainly by the sharp acceleration at the entry point
of the tube, due to the abrupt change in the diameter at the
capillary entrance [1, 8].

This effect, which is commonly referred to as (apparent)
shear thickening in the petroleum literature, is related to the
elastic nature of the polymers. The flow of polymeric liq-
uids is coupled through tensor constitutive equations to the
local flow field in the pore space, and time-dependent flow
and non-uniform pore geometries give rise to a non-trivial
relation between flow rates and pressure drops. It has been
common to link shear thickening behavior to the notion of
the coil-stretch transition [16], and to explain the increased
flow resistance in terms of extensional viscosity, i.e., as
an effect due to elongation and contraction of the polymer
molecules in the flow field [9, 17]. However, uncovering
the exact mechanisms responsible for the increased macro-
scopic flow resistance is an active area of research. With
the development of microfluidic techniques it is now possi-
ble to observe directly the response of individual polymer
molecules to extensional flow, as well as to visualize the
flow field streamlines [25, 29, 50]. Using these techniques,

Fig. 1 Left: Shear thinning index n obtained for the dataset fitted with an = 0.063 and bn = 0.804. Right: λ1 from the second match, plotted
versus the scaling group Xc = ηsηsp0Mw/cpT . The line represents the model with λa = 0.350 K mol−1 J−1
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an alternative explanation in terms of time-dependent elastic
instabilities has been proposed [28, 33, 38].

In any event, and as we stressed in Section 3.1 when
discussing the shear thinning model, we are here mainly
concerned with obtaining useful scaling groups that can be
implemented to simulate polymer flooding in a standard
reservoir simulator. We therefore wish to estimate a critical
shear rate at which shear thickening flow is first observed.
In our model we calculate this critical rate as the inverse of
λ2, where λ2 is a characteristic time scale that depends on
both the rock and fluid properties. In the literature, the onset
of apparent shear thickening behavior has often been corre-
lated with the dimensionless Deborah number [17, 23, 40],
NDe. It is defined as

NDe = τel

τr

, (22)

where τel is a characteristic time scale for the polymer, and
where τr is a typical time scale of observation. Herein, we
define τr as an average residence time of the polymer in
the rock. For homogeneous, extensional flow fields the coil-
stretch transition has been predicted to occur at a critical
value of the Deborah number, N�

De = 0.5 [47, 57]. However,
in our model for porous media flow, we introduce N�

De as
a fitting parameter, to be obtained from a match between
modelled and experimental values of λ2. The procedure that
was used to obtain an expression for λ2 can be outlined as
follows:

– Compute the “elongational relaxation time” for the
polymer, τel , which is the time it takes for the polymer
to diffuse a length equal to its effective size in solution

– Compute an average pore residence time for the poly-
mer in the rock, τr , using the Kozeny-Carman equation.
This residence time is used as the time scale of obser-
vation in the calculation of NDe

– The onset of shear thickening is assumed to happen
when the polymer relaxation time is of the same order
of magnitude as the residence time, e.g., when NDe =
N�

De ≈ 1 [8, 9]
– Use the previous considerations to derive a critical shear

rate for the onset of shear thickening, γ̇c, and define
λ2 = 1/γ̇c

We may note that this use of NDe does not describe the
actual onset of elongation at pore entrances, but rather the
situation where the polymer molecule has insufficient relax-
ation time to recover from its distortion in the previous pore
throat before entering the next. We assume that these events
are close in time, and that the shear thickening effect of
the initial elongation, if significant, can be accounted for by
reducing N�

De with a factor which is fairly independent of
permeability.

Details on the derivation of the characteristic time, λ2,
is provided in Section 3.4. Once it has been obtained, the
elongational viscosity factor, ηelf , is calculated according to

ηelf = (1 + (λ2γ̇ )x2)
m+n
x2 , (23)

where x2 is a tuning parameter for the transition to the new
flow regime, and m is an exponent fitting parameter. The
motivation for the model can be seen from Fig. 2.

In this figure, we have plotted the logarithm of the
apparent specific viscosity of a polymer solution versus the
logarithm of the in-situ porous media shear rate, using data
from one of the serial core experiments reported by Stavland
et al. [64]. From the figure, the graph looks approximately
linear for shear rates following the onset of shear thickening,
and it can therefore be described by a power-law scaling. A
combination of formulas (1), (2), and (23) yields

ηsp = ηsp0 · (1 + (λ2γ̇ )x2)(m+n)/x2

(1 + (λ1γ̇ )x)n/x
, (24)

which for λ2γ̇ 
 1 predicts that ηsp ∝ γ̇ m, i.e., that log ηsp

is a linear function of log γ̇ with slope m. The plot in Fig. 2
was typical for all experiments investigated, and the esti-
mated maximum slope m in the shear thickening region was
for all cases determined as m = 1.5 ± 0.2. (11 samples).
The maximum slope of the declining part (purple line in
Fig. 2) was 0.49 ± 0.09. The intersection point between the
two straight lines in Fig. 2 can be interpreted as the critical
point for the onset of polymer degradation in the core exper-
iments. Note that the results in the figure represent average
properties integrated over the length of the core plug, and
we expect the indicated critical point to depend on the core

Fig. 2 In-situ rheology of the 1030 polymer in a 0.299 D Berea
sandstone core. The slope of the increasing line, which represents
the maximum slope in the shear thickening region, was found to be
m = 1.5. Note that this plot represents averaged parameters, i.e., it
is based on measured pressure drops across a full column of length
L ≈ 7.0 cm. The effective shear rate in porous media, γ̇pm, was
calculated according to Eq. 50
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length. However, since all investigated core plugs were of
the same length (7 cm), some interesting observations can
be made by comparing the critical points from all the core
tests. The core tests cover variations in permeability from
137 to 2019 mD, and in polymer molecular weight from
5-20 MDa. The average shear rate at the critical point (9
samples, two outliers removed) was 1480 ± 550 s−1, while
average shear stress, calculated as τ = γ̇ · η, was 54 ± 5 Pa.
These correlations with the critical point strongly indicate
that shear stress rather than shear rate governs the mechan-
ical degradation. The tests compared here are all from the
first core in the dual core experimental setup. Results for the
second core essentially overlap the results for the first core
in the elongation region, while the declining part shows a
parallel shift downwards.

3.4 Shear thickening model: derivation of λ2

To compute the pore residence time in Eq. 22, we assume
a pore length Lp equal to the characteristic grain size Dg

of the medium obtained from a Kozeny-Carman equation.
The Kozeny-Carman approach consists in converting from
a capillary tube representation of the porous medium to a
medium of spherical grains by preserving the medium sur-
face area, SA. The relation between the effective pore radius
Rp and effective grain size is SA = 2φ/Rp = 6(1 − φ)/Dg

[35]. Then, we can write

Lp

Rp

= 3 · 1 − φ

φ
, (25)

where φ is the porosity. The residence time can therefore be
computed as

τr = Lp

vp

= 12 · 1 − φ

φγ̇
, (26)

where γ̇ = 4vp/Rp relates the shear rate at the wall to the
average pore velocity vp in the capillary tube representation.

The elongational relaxation time is calculated as a char-
acteristic time scale of diffusion,

τel = (2Rh)
2

Dt

= 4R2
h

Dt

, (27)

where Rh is the hydrodynamic radius, and Dt is a transla-
tional diffusion coefficient determined from the well known
Stokes-Einstein equation [8]:

Dt = kBT

f
= kBT

6πηsRh

. (28)

Combining (18) with (27) and (28), we calculate

τel = 36

5
· ηs[η]Mw

RgT
. (29)

We then calculate λ2 according to λ2 = 1/γ̇c, where γ̇c is
the shear rate at which NDe = N�

De. By combining Eqs.
18, 22, 26, and 29, we end up with the following expression
for λ2:

λ2 = 1

N�
De

· 3

5Rg

· φ

1 − φ
· ηs[η]Mw

T
. (30)

In the present case, we found that N�
De = 0.5 provided a

good fit of the model for all the experimental data. Note
that the estimated N�

De, representing an average value for
the porous medium, will depend on the tuning parameter αc

used for calculating average in situ shear rate (see Table 2).
As with λ1, the formula for λ2 can be used to generate
different viscosity curves for the shear thickening regime
under varying reservoir conditions, and for different poly-
mers. The situation at higher rates (NDe 
 N�

De), when the
polymer chains are already stretched before entering con-
tractions, is represented by the empirical exponent m from
experiments, see Eqs. 23 and 24.

3.5 Polymer degradation model: background

As the flow rate is increased further beyond the critical rate
for onset of shear thickening, experiments indicate that the
viscosity reaches a “maximum level,” after which there is a
sharp decline in viscosity at yet higher rates, see Fig. 2. This
is because of polymer mechanical degradation in porous
media. At sufficiently high stresses, covalent bonds along
the polymer chain backbone will break, causing a reduction
in the effective molecular weight and apparent viscosity. It
has been observed that this chain scission happens more
rapidly for polymers with higher molecular weights. Indeed,
multiple investigators have reported that for polymers in
extensional flow fields, the onset of polymer mechanical
degradation seems to occur at a critical strain rate (for
a given system), ε̇f , that scales as a power-law with the
weight-average polymer molecular weight [6, 19, 34, 42, 44,
69]:

ε̇f ∝ M−ξ
w . (31)

This power-law scaling has been found for both turbulent
and laminar flows, although the numerical value of the scal-
ing exponent can vary depending on the flow geometry, as
well on differences in solvent quality [68]. In the literature,
there has been considerable debate as to how the obtained
scaling exponents can be rationalized from more fundamen-
tal physics, i.e., in terms of polymer kinetic theory. One
central issue concerns the precise mechanism of polymer
chain cleavage. For example, one can ask whether the poly-
mer chains rupture preferentially near the midpoint of the
chains, or whether the process is more random?
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Table 2 Model input
parameters that were kept fixed
in all cases

Parameter Value Explanation

IPV0 0.1 Inaccessible pore volume (constant part)

fdpl 1.0 Tuning parameter used in depletion layer model

frkf 1.0 Tuning parameter for size of adsorbed layer

C = (Lt /L)2 3.0 Tortuosity factor

αc 2.0 Tuning parameter used in the shear rate calculation

N�
De 0.5 Tuning parameter for calculating λ2 (critical Deborah number)

m 1.5 Slope parameter for the shear thickening model

x2 3.0 Governs the sharpness of the transition to the shear thickening regime

rdeg 0.0015 Rate constant used in degradation model

αd 3.0 Degradation dependency on shear stress

βd 1.0 Degradation dependency on molecular weight

λ3 1/8 · λ2 Determines the onset of reduced swelling of adsorbed polymer

n3 1.0 Exponent used in the shear dependent permeability reduction model

x3 4.0 Parameter used in the shear dependent permeability reduction model

Note that the value for the rate constant, rdeg , listed here is based on Eq. 33 with τ in units of Pa, Rp in μm,
and Mw in MDa

In the polymer science literature, it has been common to
distinguish between two types of extensional flow:

– Quasi steady state flow (QSSF), characterized by a flow
field that is “purely” elongational in nature, e.g., flow
near a stagnation point where the polymer residence
time is very large

– Fast transient flow (FTF), characterized by a short
residence time (e.g., capillary entrance flows)

A common explanation for the differences in calculated
scaling exponents for ε̇f has been that the mechanism for
chain scission is different in the two types of flow [14]. For
QSSF flows, it is argued, the polymer molecules stretch to
more or less full extension, before breaking near the mid-
dle where the tension is greatest [44]. On the other hand,
for FTF flows the polymer residence time is too short to
obtain full extension, and it has been assumed that the poly-
mer breaks while in a partially stretched state. However,
even for such flows midchain scission have been inferred
[43], which has been difficult to reconcile with fundamen-
tal models for the polymer chain. In general, there seems
to be little consensus on this topic, and alternative explana-
tions have been proposed to account for the different chain
scission exponents [31]. For example, Islam et al. [31] and
Vanapalli et al. [69] have made the argument that the dis-
repancy may equally well be explained by differences in the
Reynolds number at which the experiments were conducted.
They claim that many experiments previously thought to
having been performed under laminar conditions were, in
fact, influenced by turbulence.

Of course, for flows in porous media, the situation is
much more complex than in highly idealized experimental

setups investigated in the laboratory. In porous media, the
polymer will travel through a complex network of pores, of
varying pore sizes, and with rapid variations in the effec-
tive, cross-sectional area available to flow. This results in
a mixed flow, where both elongational and shearing com-
ponents contribute to the flow field. Even so, based on
coreflooding data such as Fig. 2, it seems that the onset of
degradation can be correlated with a critical shear rate in the
porous medium. As we discussed in Section 3.3, this shear
rate is a system-dependent parameter with a value can vary
greatly from case to case. Based on our data, we calculated
that the onset of degradation happened at relatively constant
values of shear stress, defined as τ = η·γ̇ , where η and γ̇ are
the averaged apparent viscosity and shear rate, respectively,
for the core samples investigated. In terms of the capillary
tube representation of the porous medium, τ represents the
shear stress at the wall of the capillary tube.

Based on these observations, we assume in our model
that most of the degradation takes place close to the rock
surface, where the shear force is large, and that it decreases
away from the surface where τ is lower. While this assump-
tion is dictated by macroscale observations in cores with
different permeabilities, a simplified microscale picture
could be that while polymer molecules at the flow centre
line will be exposed to elongational forces alone, polymer
molecules closer to the surface may be exposed to shear
forces in addition to elongational forces. To incorporate
these mechanisms in the model, the degradation rate is taken
to be proportional to the rock specific surface area, which
is S0 = rock surface/pore volume = 2/Rp for the capillary
tube representation of the porous medium. The implication
of this term is that at a given shear stress, and for rocks of
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different permeability, the polymer will degrade faster in the
low permeable rock with smaller effective pore radius, see
Eq. 51.

3.6 Polymer degradation model: implementation

We model the mechanical shear degradation by introducing
a parameter frup, which can be considered as the fraction of
polymer molecules that rupture per time unit, or as the prob-
ability for chain rupture. At the end of a transport timestep
in the simulation, the molecular weight is updated according
to the differential equation

dMw

dt
= −Mw · frup . (32)

We calculate frup according to

frup = (rdeg · τ)αd · 2M
βd
w

Rp

, (33)

where rdeg is a rate constant. The rationale for using expres-
sion (33) can be summarized as follows:

– Intuitively, below a certain treshold of stress, little or
no degradation should happen, whereas at and above a
certain “critical” level the degradation process should
accelerate. This is captured by the term involving τ and
the exponent αd > 1

– The term 2/Rp is the specific surface area, as discussed
above

– Longer polymer chains should have a larger probability
of breaking [6, 14, 32]. This is captured by the M

βd
w

term

To summarize, Eq. 33 predicts more degradation at
higher shear stress, at lower permeability, and for larger
molecular weight polymers.

A novel feature of the proposed approach is that the
polymer is represented by two components in the simulator:

1. A volumetric polymer concentration, cp/ρp (recall that
cp is the mass concentration), and

2. A molar polymer concentration, cmol (e.g. mol l−1).

That is, we do not attempt to explicitly model the molec-
ular weight distribution, but rather use a single component,
in addition to the mass concentration of polymer, to keep
track of how the molecular weight changes inside the reser-
voir. It should be noted that the actual target for the model is
to keep track of the viscous properties of the degraded poly-
mer, and that the computed molecular weight is related to
intrinsic viscosity using the same Mark Houwink exponent
a, given as input, throughout the simulation (10).

Equations 32 and 33 establish a mathematical relation
between the porous medium effective shear rate, and the
molecule rupturing rate. The result is an increased molar

concentration and a corresponding reduction in molecular
weight since the volumetric concentration is unchanged. In
consistent units:

cmol = cp

Mw

. (34)

Once a new value for Mw has been found, the intrinsic vis-
cosity is updated from the Mark-Houwink Eq. 10. More
details concerning the numerical solution of Eq. 32 are
provided in Section 4.

3.7 Polymer adsorption and residual resistance factor

Here, we describe the polymer adsorption model used in
the simulations. We only use this adsorption model to gen-
erate simulated permeability reduction factors, computed
from adsorbed polymer, similar to measured values (RRF

defined below). No measurements of adsorption were avail-
able from the experiments. Although polymer adsorption
is reversible, or at least partly reversible, and may change
if conditions are changed, processes like desorption or
redistribution of already adsorbed polymer due to altered
conditions are known to be very slow and may in many
cases be neglected (see Zhang and Seright [72]). There-
fore, we assume adsorption to be constant and irreversible
throughout the experiments. Mathematically, we describe
the adsorption by a Langmuir isotherm:

Ap = bcpQm

1 + bcp

. (35)

In Eq. 35, Ap is the polymer concentration adsorbed on
the rock and Qm is the maximum adsorption capacity,
both expressed as a fraction of the total pore volume. The
parameter b determines how fast the adsorption occurs, i.e.,
at which polymer concentration the plateau, Ap = Qm,
is reached. Polymer adsorption can lead to permeability
reduction, which is typically quantified in corefloods by
introducing the residual resistance factor, RRF . The latter
quantity is defined as

RRF = kwi

kwf

, (36)

where kwi is the initial permeability to water before polymer
injection, and kwf is the post-flush water permeability. We
have tested two models for relating RRF to the adsorbed
amount of polymer, which we introduce shortly here (see
Appendix A.3 for more details). Let Apt denote the effective
volume fraction of the total pore space that is occupied with
adsorbed polymer. We then compute RRF according to

RRF = 1

(1 − Apt )2
. (37)
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In model I, which is independent of shear rate, we compute
Apt as

AI
pt = frkf · Ap
sw

(1 − IPV0)
, (38)

where 
sw is the swelling factor defined in Eq. 15 computed
from the molecular weight of adsorbed polymer, which
can differ significantly from Mw in solution. Equation 38
models the extension of adsorbed polymer molecules into
the solution. The term IPV0 is the fraction of the pore
volume that is totally inaccessible to the polymer (see
Appendix A.1), and frkf is included as a tuning parame-
ter. The investigated dataset provides no information about
adsorbed polymer, so in the simulations we used frkf = 1
and adjusted Qm to approximate experimental RRF .

Model II should be regarded as a test of one possible
method which can improve the match of experimental efflu-
ent viscosity (see the section on simulation results). In this
model, Apt is made a function of shear rate. We have tested
the following expression:

AII
pt = frkf · Ap

(1 − IPV0)
· ((
sw − 1)fsh + 1) . (39)

For simplicity, we relate fsh to a time constant in the
same way as for the shear thinning and shear thickening
viscosities:

fsh = (1 + (λ3γ̇ )x3)−n3/x3 . (40)

That is, at low flow rates we will have fsh ≈ 1.0, and poly-
mer molecules adsorbed at the pore wall extend fully into
the solution. On the other hand, as the flow rate increases,
more and more of the polymer will be forced closer towards
the surface, resulting in less pore blocking. In formula (40),
x3 and n3 are constants, and we take λ3 to be proportional
to λ2. Moreover, we assume that the onset of this effect hap-
pens at a higher shear rate than the critical shear rate for
the onset of shear thickening, i.e., that λ2 >λ3. For the simu-
lations presented in this paper, we have used λ2/λ3 = 8.

4 Numerical solution of the polymer model

We have implemented the polymer viscosity model in an
in-house simulator at IRIS, IORCoreSim. This simulator,
which is written in C++, has the capability to simulate
a variety of EOR processes for two-phase flow in porous
media. The main flow field is obtained from a finite-
difference discretization, using a sequential solution method
to compute the phase pressures and saturations for the oil
and water phases [62, 70]. First, the pressure fields are

calculated using a linear pressure equation, keeping the sat-
uration dependent variables fixed at their values from the
previous timestep. Next, the velocities of the water and oil
phases that were computed during the first step are updated
by solving an additional saturation equation for the water
saturation. This saturation equation is formulated in terms
of the fractional flow of water, and it is solved implicitly
with respect to the saturation dependent variables, kr (rela-
tive permeability) and pc (capillary pressure), while keeping
the total flowrate from the pressure solution fixed.

Once the flow field has been obtained for a global
timestep, the transport of the individual species, in this case
the brine and polymer components, is performed explic-
itly using operator splitting. First, the total concentration of
polymer is updated in each grid cell. Next, polymer adsorp-
tion is computed, followed by an update of the solution
viscosity and the RRF factor. The viscosity algorithm used
for a grid block during a transport timestep, �t , can be
roughly summarized as follows:

1. Compute in situ shear rate using current flowrate and
RRF from the previous timestep

2. Calculate an initial value for the viscosity-averaged
polymer molecular weight, M0

w, based on the newly
updated molar and volumetric concentrations, see
Eq. 34

3. Compute the intrinsic viscosity in terms of the updated
Mw and the effective salinity of the brine (see
Appendix A.4)

4. Find the polymer concentration to be used in the viscos-
ity calculations (correct for inaccessible pore volume,
including depletion layer, see Appendix A.1), and cal-
culate polymer apparent viscosity as a function of
polymer concentration, shear rate, and depletion layer

5. Add the effect of elongation
6. The degradation is solved implicit in time with respect

to Mw, by employing an iterative algorithm where in
each iteration the full viscosity model is calculated. The
initial value for Mw estimated in step 2 is used as a
starting point

7. If adsorption is included, calculate RRF

The crucial step that necessitates an iteration loop is the
solution of Eq. 32. This is because most of the parameters
in the model are functions of Mw. We discretize (32) as

Mw = M0
w

1 + �t · frup(Mw)
, (41)

where M0
w is the molecular weight before degradation is

included, and Mw represents the unknown value when
degradation over the last time step is included. We solve
(41) using a modified false position (“regula falsi”) chord
method, also known as an “Illinois-type” method [22].

152



Comput Geosci (2017) 21:1289–1312 1301

5 Simulation results from experiments in synthetic
sea water (SSW)

5.1 Experimental background and simulation procedure

We applied the model to some of the experiments reported
by Stavland et al. [64]. The selected experiments cover
variations in molecular weight from 5 to 20 MDa, and in
permeability from 137 and 2019 mD. The hydrolysis degree
was the same, 30%, for all the polymers. The experiments
were designed to investigate the apparent shear thicken-
ing and degradation flow regimes. Model parameters for
the Newtonian and shear thinning regimes were matched to
bulk viscosity measurements for each polymer, see Table 1.
The adsorption capacities were adjusted to obtain RRF fac-
tors close to the experimental values, but the values listed
(Table 5) are consistent with what would be expected from
variation in permeability. The rest of the model parame-
ters describing elongation and degradation were kept fixed
among all cases (Table 2). For all simulations, we compared
predicted resistance factors, RF , to the ones obtained from
the experimental data. The resistance factor, or mobility
reduction factor, is defined by

RF = λw

λp

= �p

�pw

. (42)

That is, RF is the ratio of the water mobility prior to
polymer injection, λw = kwi/ηs , to the polymer mobility at
the same rate, λp = kp/η. If the residual resistance factor,
Eq. 36, can be considered a constant for a given medium,
we obtain the following relation between RRF and RF :

RF = η

ηs

· RRF = ηrel · RRF . (43)

All the investigated polymers were mixed with synthetic
sea water (SSW), with ionic concentrations reported in
Table 3. As a result, we could represent the brine by a single
component, using a constant viscosity of ηs = 1.07 mPa s
at room temperature, T = 20 ◦C. The polymer-brine solu-
tions were injected into different serial mounted sandstone
cores, with properties given in Table 4. All of the cores were

Table 3 Make-up of the synthetic seawater, SSW

Salt Concentration [g l−1]

NaCl 23.495

KCl 0.746

MgCl2 · 6H2O 9.149

CaCl2 · 2H2O 1.911

Na2SO4 3.408

NaHCO3 0.168

cylindrical, with a length of approximately 7 cm, a diame-
ter of 3.8 cm, and a porosity close to 20%. The solutions
were flooded at a variety of rates, and steady state differ-
ential pressures were recorded over both cores, which we
will denote by Core 1 and Core 2, respectively. The poly-
mer solutions were injected at a polymer concentration of
1500 ppm.

We simulate the experiments starting with the experi-
mental initial rate because, in some of the experiments, the
initial rate seemed to be in the lower end of the degrada-
tion regime, which affects the molecular weight of adsorbed
polymer, and consequently RRF . After that, the injection
rate was stepwise increased from low to high value, and
finally a post-polymer water injection was simulated. Sim-
ulated values of in particular RF , but also shear rate and
RRF , showed decreasing trends from the inlet to the out-
let end of the core. Therefore, to compare simulation with
experiment, these properties are computed in the same way
as for the experiments, using the total pressure drop across
the core and the flowrate. RRF is first calculated based on
the simulation of a post-polymer water injection. Then, for
each flowrate, RF and η are obtained using the Eqs. 42 and
43, while the shear rate is computed from Eq. 50.

In addition to estimating RF and RRF factors, polymer
samples were collected at the effluent, at different injec-
tion rates. These samples were subsequently analyzed in a
rheometer at a low shear rate, to characterize the extent of
degradation.

5.2 Models for permeability reduction

Initially, we matched the experimental RF profiles by tun-
ing the degradation model and assuming constant RRF ,
model I (38). Although good reproduction of RF values
were obtained at all flow rates, computed viscosities using
simulated effluent molecular weights were substantially
lower than the experimental values, as can be seen from
Fig. 3. Since RF is a product of viscosity and RRF , Eq. 43,
the intuitive idea is that if viscosity is higher, RRF must be
reduced to obtain the same RF value. This was the moti-
vation for introducing model II with rate dependent RRF ,
Eq. 39. The difference between the two models is illustrated
in Fig. 3, where we have compared the experimentally deter-
mined effluent viscosities with values predicted from the
simulator for the 1530 polymer.

The shear rate dependent model (model II) is able to
reproduce both effluent polymer properties (Fig. 3) and RF

satisfactory (shown later). We conclude that rate-dependent
RRF is a good candidate for explaining what goes on inside
the core. However, we note that the theory of decreased
permeability reduction at higher flow rates seems to con-
tradict experimental data reported in the literature [13, 30].
For example, several authors have reported an increase in
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Table 4 Properties for the
various dual core systems System id Rock type L1 L2 k1 k2 φ1 φ2

1 Berea 7.2 7.1 414.61 305.63 0.21 0.22

2 Berea 7.1 7.1 298.5 291 0.218 0.216

3 Berea 7 7 721.7 612.8 0.223 0.213

4 Berea 7.2 7.2 161.3 136.9 0.177 0.176

5 Berea 7.0 7.0 823.6 800.4 0.223 0.213

6 Bentheim 7.1 7.1 2018.8 1998.1 0.235 0.235

Howe et al. [28] Bentheim 5 3100 0.23

The diameter was in all cases d = 3.8 cm, while the lengths, permeabilities and porosities are denoted by Li

[cm], ki [mD], and φi , for cores with indices i = 1, 2. Also included is core data from experiments reported
by Howe et al. [28]

the permeability reduction at higher flow rates, which they
explain as a consequence of more polymer molecules being
adsorbed on the surface at the higher flow rates due to an
increase in the hydrodynamic forces.

Another possible explanation for the effluent viscosity
disrepancy, which remains to be tested, is the choice of
the Mark-Houwink exponent, a, from Eq. 10. By decreas-
ing a, the polymer will lose less of its viscosity when
degraded. The polymer will be degraded more (to a lower
Mw), but may still result in an increased effluent viscosity.
Furthermore, an important question to ask is how poly-
mer degradation will alter the molecular weight distribution
of the polymer. If the shape of the distribution is heav-
ily altered, it is possible that the relation between [η] and
Mw which was originally used may no longer be valid after
degradation. Another issue is that the rationale for the poly-
mer degradation model, Eqs. 32 and 33, were implicitly

Fig. 3 Effluent viscosities for the 1530 polymer, measured from bulk
samples collected at the effluent. The data are taken for the case
where Core 1 and Core 2 had permeabilities of 721.7 mD and 612.8
mD, respectively. The red dots are experimental datapoints, whilst
the solid line was obtained from the match with the model for shear
dependent permeability, model II. The dashed lines represent the shear
independent model, model I

based on a conception of Mw as the number average molec-
ular weight, Mn, in that we considered the fraction of
polymer molecules expected to rupture. However, the mass
and viscosity averages will be quite different from Mn for a
polydisperse sample.

It should also be remarked that there are several exper-
imental uncertainties that can make a proper estimation of
the residual resistance factor difficult, such as excess pres-
sure drops being measured during the post-polymer phase
[52]. Another issue, which may potentially be misleading,
is that the RRF factor may not be a constant at all, but
may rather depend on the applied flow rate. This is what we
have explored with our model II. However, we remark that
a predictive simulator needs to take the permeability reduc-
tion effect into account, as it would otherwise be impossible
to match the observed pressure drops. The same applies
to several of the other mechanisms included in the simu-
lator. What is important for us here, in order to properly
compare theory with experiment, is that the RRF fac-
tors obtained from the final water injections are reasonably
close to the experimentally recorded values. A comparison
between experimental and simulated RRF factors is given
in Table 5.

5.3 Differences between adsorbed and bulk polymer

As remarked previously, the molecular weight of the
adsorbed polymer can in the model be very different from
the molecular weight of the flowing polymer. Since poly-
mer adsorption is modelled as irreversible, it is the polymer
from the first period of injection that sticks to the wall. This
means that the RRF factor in our model becomes a function
of the initial flow rate. The difference in molecular weight
between polymer in the bulk fluid and adsorbed polymer
is illustrated in Fig. 4. In the figure, we plot steady-state
Mw values versus distance along the core for one of the
experiments.

Figure 4 reveals that the polymer in bulk solution is
quickly degraded near the inlet of the first core plug,
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Table 5 Langmuir adsorption
parameters used in the
simulations

System id Rock type Q1
m Q2

m Polymer RRF1 model RRF2 model RRF1 RRF2

1 Berea 0.00044 0.00052 530 1.95 2.28 2 2

2 Berea 0.00034 0.00034 1030 2.28 2.24 2 2

3 Berea 0.00042 0.00045 1530 3.33 3.68 3.4 3.4

4 Berea 0.00058 0.00063 1530 6.26 6.39 6.3 6.3

5 Berea 0.00028 0.00028 2030 3.50 3.38 3.6 3.6

6 Bentheim 0.00027 0.00027 1530 1.99 2.00 2 2

In all cases a value of b = 1000000 was used, and the maximum adsorption capacities are denoted by Q1
m

and Q2
m for core 1 and core 2, respectively (pore volume fractions). The last five columns show comparisons

between simulated and experimental RRF values

with progressive degradation at increasing flow rates. Fur-
thermore, the degradation continues well into the second
core. In contrast, the adsorbed polymer retains a very high
molecular weight throughout the whole system, since the
adsorption happened at a lower rate when not much polymer
was degraded.

5.4 Effects of molecular weight

In Fig. 5, we have compared model versus experimental RF

values for 4 different polymer types, all with a hydrolysis
degree of 30%, but with varying molecular weight.

We observe that the model is able to capture the main
trends of the different experiments, although the result for
the 530 polymer is not as good as the others. The resistance
factors are slightly over- or underestimated, depending on
the case, but overall the match is remarkably good when we
take into account that the input parameters used in the shear

Fig. 4 Molecular weight in the water phase as a function of distance
for the case of the 2030 HPAM polymer in the 823.6 mD and 800.4 mD
dual core system. The spatial profile for the adsorbed polymer molec-
ular weight is represented by the blue, solid line. The three dashed
lines show spatial profiles of Mw at 3 different rates, all higher than
the initial rate at which the adsorption occurred

thickening and shear degradation models were kept constant
for all polymers (Table 2).

If we replot the results from Fig. 5 using shear rate on the
x-axis, we get the results in Fig. 6. Compared with Fig. 5,
the profiles in Fig. 6 have a more even distribution for the
onset of elongation, which is essentially a function of the
polymer Mw and [η], while the declining parts of the curves
come closer together.

5.5 Effects of permeability

In order to look more closely at the effect of permeability,
we have studied three of the experiments in more detail. In
Fig. 7, we have plotted the simulated and experimental RF

values for the 1530 HPAM polymer. We observe that the
match is better for Core 1, and that the simulator overpre-
dicts RF in the second core. About half of the decrease in
RF , going from Core 1 to Core 2, is accounted for. One may
also observe that the increasing part of RF is well matched
for both cores in all three experiments, and that the hori-
zontal shift of the curves due to different permeability is
very well captured. Overall, considering experimental and
model uncertainties, we find the result to be acceptable, as
the trends are captured very well for all 3 permeabilities,
and for both cores.

If we replot the results from Fig. 7 versus in situ shear
rate, rather than applied flow rate, we get the results in
Fig. 8. We observe that the curves fall more or less on top
of each other, which is to be expected, because the onset
of elongation is independent of permeability in the model.
There is a difference in RF level at low shear rate, which
can be rationalized by permeability dependent effects of a
depletion layer, and by differences in RRF , see Table 5 and
the further discussion below.

In Fig. 9, we plot predicted steady-state spatial profiles
for the molecular weight in two of the simulations shown
in Figs. 7 and 8. These plots confirm that more polymer
degrades at lower permeability, and at higher applied flow
rates.

155



1304 Comput Geosci (2017) 21:1289–1312

Fig. 5 Resistance factors plotted versus flow rate for 4 different polymer types, with Mw varied from 5 to 20 MDa. Dashed lines are from the
simulator, whereas the points are derived from experimentally measured �p and Q

5.6 Effects at low flow rates

Next, we show some examples of what can happen at low
shear rates. In Fig. 10, we clearly see that the predicted
RF factors are larger than the bulk viscosity, whereas the
predicted apparent viscosity curves lie well below the bulk
viscosity curves (Fig. 11). This is especially the case for
the low permeable core. The reason for the large difference
between RF and η for this core is the high RRF = 6.3.
We observe that the bulk viscosity is closer to both RF

and the apparent viscosity in the high permeability case,
as expected due to the lower RRF = 2, and since the
effect of a depletion layer become smaller at higher per-
meability. These plots illustrate nicely how the effects of
permeability reduction and depletion layers can alter the
in-situ rheology of the polymer (for an explanation of the
depletion layer phenomenon, we refer to the discussion
in Appendix A.1). However, we should point out that the
experimental data at the lowest shear rates were of rather
poor quality. Therefore, the clear differences between bulk

and in situ rheology, shown in Figs. 10 and 11, may be
smaller in reality.

5.7 Parameter discussion

All parameters and equations required for reproducing the
simulations presented earlier are provided in the paper. The
parameters can be separated into two groups, those rep-
resenting measured properties directly (e.g., bulk polymer
viscosity parameters and core permeability), and the other
groups which are history matched to the core flood data.

All the history matched parameters were kept constant
in simulations of the first series of core floods with HPAM
in synthetic sea water. The history matched property was
mainly the mobility reduction factor, RF , measured as a
function of shear rate, and effluent viscosity indicating level
of degradation. The observed RF is a result of three parts,
the rate dependent polymer viscosity, a polymer depleted
layer at the rock surface resulting in a reduced effective vis-
cosity, and the permeability reduction factor, RRF . A value

Fig. 6 Resistance factors plotted versus shear rate for 4 different polymer types. Dashed lines are from the simulator, whereas the points are
derived from experimentally measured �p and Q

156



Comput Geosci (2017) 21:1289–1312 1305

Fig. 7 Resistance factors for experiments performed with the 1530 HPAM polymer in 3 different serial core systems. The permeability varied
from 137 mD to 2019 mD

for RRF is obtained at the end of the experiment, and the in
situ polymer viscosity is computed from an apparent in situ
shear rate.

The relative contributions from RRF and the deple-
tion layer effect during polymer flooding are unknown and
must be assumed. The polymer viscosity is based on mea-
surements, however there are uncertainties in the tuning
parameter used for in-situ apparent shear rate. Due to this,
there will be a non-uniqueness in the parameters related to
depletion layer and RRF that mainly affects the solution
at lower shear rates. At higher shear rates, the depletion
layer effect becomes small, and the relative contribution
from elongational viscosity and RRF must be assumed.
The effect of changing, e.g., the in-situ shear rate parameter
from 2.0 to 1.0 would essentially change the critical Debo-
rah number from 0.5 to 1.0 and result in a slight change in
the degradation constant. The shear thickening and degra-
dation would be matched as before, while the effect on the
low shear end would be more uncertain.

6 Model test on a high viscosity dataset

The most novel parts of the model, those that deal with shear
thickening and mechanical shear degradation, are very much
based on experiments conducted with the same salinity
(synthetic sea water) and the same polymer concentration
(1500 ppm). As a final test, we apply the polymer model on
a series of core flood experiments from Howe et al. [28],
conducted in Bentheimer cores at very different salt and
polymer concentrations. This test includes five core exper-
iments performed with different HPAM polymers with Mw

ranging from 3.6 to approximately 30 MDa, in low salin-
ity brine (0.074 M) and viscosity at zero shear rate around
2 Pa s. That is, the effective salinity is roughly one order
of magnitude lower than in the previous cases and, because
of lower salinity and higher polymer concentrations, the
viscosity is two orders of magnitude higher.

The bulk viscosity for the five polymers was matched
with a single set of parameters given in Tables 1 and 6.

Fig. 8 Resistance factors plotted versus shear rate for experiments performed with the 1530 HPAM polymer in 3 different serial core systems.
Dashed lines are from the simulator, whereas the points are derived from experimentally measured �p and Q
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Fig. 9 Molecular weight in the water phase as a function of distance
for the case of the 1530 HPAM polymer in cores with different perme-
ability, i.e., for two of the cases shown in Figs. 7 and 8. The figures

show the molecular weight inside the core at applied flow rates of,
respectively, Q = 5.0 and 10.0 ml min−1

The effective salinity model was activated, and Cs was com-
puted as the sum of the brine strength (assumed to be 0.074
NaCl), and the polymer charge. A list of relevant computed
properties is given in Table 6 (Cs , [η], η0, λ1), in addi-
tion to polymer concentrations used, and the expressions for
computing the salinity dependent values.

The matched shear thinning curves are plotted in Fig. 12.
Points with increasing viscosity at the high shear rate end
due to instabilities are removed. The results demonstrate
the capability of the model, Eq. 21, to capture the onset of
shear thinning over a large range in polymer concentration,
intrinsic viscosity and molecular weight.

The core flood results with the five polymers are shown
in Fig. 13. The core is a 3100 mD Bentheimer core with
length 5 cm and diameter 3.8 cm. The original reported
shear rate is corrected for the difference in expression used
for in-situ shear rate with a factor around 3. No infor-
mation was given about residual resistance factor RRF ,
so a reasonable salinity dependent adsorption was used to

generate these values. The adsorption capacity, as well as
the resulting RRF for each polymer, is given in Table 6.

If we ignore the degradation part of the model, we can
compute resistance factors directly without any iteration.
The lines in Fig. 13 represent such analytical calculations.
From the figure, we see that the model matches the onset of
shear thickening for all the polymers using the same critical
Deborah number as in the previous cases (N�

De = 0.5). Two
differences from the previous cases with seawater are that
the transition between shear thinning and shear thickening
is less sharp, and that the shear thickening increases more
slowly. The transition parameter x2 is reduced from 3 to 1.3
and the slope exponent m is reduced from 1.5 to 0.8, Eq. 23.
This is a salinity effect also reported in, e.g., [7].

Another difference from the previous cases is the high
viscosity contrast, which makes the computed result very
sensitive to the depletion layer model at lower shear rates.
In the simulations with much lower viscosity, the depletion
layer thickness was assumed constant, and to only contain

Fig. 10 Resistance factors versus shear rate for experiments performed with the 1530 HPAM polymer in high and low permeability cores. The
green solid lines represents the predicted bulk viscosity of nondegraded polymer at the same shear rates
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Fig. 11 Polymer apparent viscosity, η, versus shear rate for experiments performed with the 1530 HPAM polymer in high and low permeability
cores. The green solid lines represents the predicted bulk viscosity of nondegraded polymer at the same shear rates

water. To capture the experimental flow resistance at lower
shear rates, we set the polymer concentration in the deple-
tion layer equal to 40% of that in the bulk solution
(cpd/c�

p = 0.4), and we required the depletion layer thick-
ness to decrease with increasing polymer concentration by
δ = Rh · (cp/0.001)−0.75 when cp > 0.001 [45]. This
model for the depletion layer captures a significant part
of the shear thinning regime, but where the experimental
curves level off the computed curves continue to increase
with decreasing shear rate. This might indicate that there is
a shear rate dependency involved as well, but as pointed out,
other unknowns like adsorption and RRF may also play a
role here.

The analytical solutions for two of the polymers are
compared with simulations in Fig. 14. The simulations
were run with the same model parameters as before, but
now the effect of degradation is also included. The over-
lap between the analytical and simulated curves verifies the
implementation of the model into the simulator. The simu-
lated degradation towards high shear rate is not seen in the
experiments. Experimental indication of an onset of degra-
dation can only be seen for polymer 3630S as a levelling off

in the resistance factor curve at high shear rate. This onset
of degradation occurs at significantly higher shear rate than
in the simulation, see Fig. 14. The simulations are run with
the same degradation model parameters as used with poly-
mer in seawater, and the overprediction clearly indicates that
also degradation, at a given shear stress τ = η · γ̇ , is slowed
down at lower salinity.

The simulations of the two experimental series show that
the model handles the effect of molecular weight, perme-
ability and porosity, as well as polymer concentration and
salinity in the lower shear rate regime. The implemented
polymer salinity model basically computes an effective
salinity from the ionic composition of the brine and uses that
effective salinity to correct the intrinsic viscosity. The effect
of salinity is captured through the functional relationships of
ηsp0, λ1 and n on intrinsic viscosity (see Eqs. 4, 11 and 21).

The two data sets examined indicate that the onset of
shear thickening, represented by λ2 in Eq. 30, is captured
through its salinity effect on [η], while the reduced slope
of the shear thickening and slower degradation at low salin-
ity is not captured with the present model. Shear thickening
behavior and mechanical degradation of the polymer can be

Table 6 Properties used to interpret experiments by Howe et al. [28]: effective salinity Cs , estimated RRF , polymer adsorption capacity Qm

(pore volume fraction), reference intrinsic viscosity used in salinity model [η]ref = 0.00139 · M1.02
w , and intrinsic viscosity [η] = [η]ref · C−0.4

s

Polymer Mw cp Cs [η]ref [η] RRF Qm n η0 λ1 φ λ2

6040S 31 0.0012 0.079 6091 16821 2.15 4.7E-5 0.557 1590 63.0 0.23 0.07691

3630S 18 0.00225 0.083 3498 9454 1.52 5.0E-5 0.564 1858 22.8 0.23 0.02517

3430S 11 0.00422 0.092 2117 5509 1.29 5.5E-5 0.575 2419 9.68 0.23 0.00901

3230S 6 0.00728 0.104 1659 2816 1.16 6.3E-5 0.559 1689 2.14 0.23 0.00253

3130S 3.6 0.0146 0.135 678 1508 1.11 8.1E-5 0.568 2118 0.80 0.23 0.00083

Shear thinning exponents, zero shear viscosities, and polymer relaxation times for the bulk solutions are displayed, based on input parameters
from Table 1. In addition, values of λ2 calculated for φ = 0.23 are included. The HPAM hydrolysis degree was reported to be 40% for the 6040S
polymer, and 30% for the rest. The dimensional quantities listed in the table have the following units: [Mw] = MDa, [Cs ] = M , [η]ref = [η] =
ml g−1, [η0] = mPas, [λ1] = [λ2] = s
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Fig. 12 Shear thinning bulk viscosity for polymers and concentrations
given in Table 6

represented by a single set of model parameters for a wide
range of experiments if salinity is kept constant. If salinity
is changed, then a separate set of model parameters must be
used.

To include salinity effects into the shear thickening and
shear degradation models, more experimental data with
the same polymer at different salinities is needed. Some
effects of salinity that may be important can be mentioned.
When salinity is reduced, the relaxed size of the HPAM
molecule will increase due to reduced electrostatic screen-
ing of charged polymer sites. The reduced difference in
size between relaxed and stretched state might explain the
reduced shear thickening slope and will probably also influ-
ence the degradation. Also, distribution of polymer in the
shear plane close to mineral surfaces may be affected by,
e.g., increased repulsive forces at low salinity. An effect of
the latter is a reduction in adsorption.

Fig. 13 Resistance factor versus flow rate for Bentheimer core exper-
iments. The solid lines represent the model, whereas the experimental
data (points) are adapted from Howe et al. [28]

Fig. 14 Comparison of analytical solutions without degradation (solid
lines) with simulations including degradation (dashed lines), for two
polymers. The experimental data (points) are from Howe et al. [28]

7 Summary and conclusions

We have introduced a new model for simulating transport
of polymer in a porous medium. A main focus has been to
describe the flow properties of the polymeric fluids so that
a correct relationship between flow rate and pressure drop
across the core can be predicted. The model was primarily
developed and tested in order to match shear thickening and
degradation flow regimes inferred from single phase core-
flooding experiments. A key aspect has been to relate the
rheological parameters to conditions (temperature), proper-
ties of the porous media like permeability and porosity, and
to fluid and polymer properties. To this end, we have in this
work investigated the following factors:

– Effects of polymer concentration, cp

– Effects of varying polymer molecular weight, Mw

– Effects of varying rock permeability k.

Possible effects of these variables have been included
into the models controlling rheological properties, in par-
ticular the scaling groups controlling the onset of shear
thinning and the onset of shear thickening, and the degra-
dation model. The model has been applied on two series
of core floods conducted with HPAM, the first with syn-
thetic sea water and polymer viscosity up to 20 mPas, and
the second test in a low salinity brine (0.074 M) with vis-
cosities around 2 Pa s. The first series covers approximately
one order of magnitude variation in both Mw and perme-
ability. The second test has a similar variation in Mw and
polymer concentration. The two series were matched with
two separate input sets due to the difference in salinity.

Several salinity effects are included in the polymer
model; however, a more thorough investigation is needed
to obtain more precise information on the effect on shear
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thickening and degradation parameters. Similarly, the pro-
posed model includes several expressions to account for
variations in temperature. The main effect of temperature is
included via the solvent viscosity, but we expect that addi-
tional effects of temperature on the intrinsic viscosity might
be needed. This is also something that needs to be explored
in future work.
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Appendix

A.1 Excluded volume effects

A common observation in polymer flooding experiments is
that the polymer travels at a higher flow rate than its sol-
vent (water). This has been attributed to the large molecular
size of the polymer molecules: If a rock contains a signifi-
cant amount of small pores, not all of them will be available
for polymer flow [15]. Furthermore, it has been observed
that at low shear rates, effective viscosities estimated from
core floods may be lower than corresponding bulk viscosity
values [7, 8, 12, 45]. This behavior indicates a parallel flow
of water depleted in polymer beside a flow of polymer rich
solution. The flow of water may take place inside the micro-
pores and/or in a polymer depleted layer at the pore surface.
The idea here is that due to entropic considerations, large
polymer molecules will be sterically excluded from layers
of fluid close to the rock surface, preferring instead to flow
near the centre of the pores.

In our model, we consider both types of inaccessible pore
volume, i.e., we calculate

IPV = IPV0 + IPVd · (1 − IPV0) , (44)

where IPV0 denotes the fraction of pores that are totally
inaccessible to the polymer (“micropores”), and IPVd

denotes the volume fraction of the depletion layer in the
pores accessible for polymer. We assume negligible flow of
water in the micropores, so the handling of IPV0 is straight-
forward. The handling of IPVd is more involved, and we
only sketch the method here.

The flow in a capillary tube, representing a fraction
1 − IPV0 of the total volume, is divided into a polymer
depleted phase and a polymer rich phase, with fractional
flows of fdw and fp respectively. The depletion layer is
represented by a layer at the tube surface with thickness δ.

The fractional flows are obtained by integrating the Hagen-
Poiseuille equation over the capillary tube, using constant
viscosity in each of the two portions of the tube. Next, these
results are combined with a single fluid solution for the cap-
illary tube, after which the apparent polymer viscosity in
the tube, ηpa , is obtained by requiring the same pressure
gradient along the tube for the two cases.

Let Mν = ηp/ηdw be the viscosity ratio between the two
phases, where ηp is the viscosity in the polymer rich phase,
and ηdw is the depletion layer viscosity. One can then show
that

ηpa = ηp

Mν − (Mν − 1)E2
PV d

, (45)

where

EPV d = 1 − IPVd = ((R − δ)/R)2 = (1 − δ/R)2 , (46)

with R being the tube radius. The apparent viscosity cor-
rection is applied after shear thinning but before including
elongational effects, meaning that ηsh in Eq. 1 is used for
calculating ηpa when the depletion model is activated. The
thickness of the depletion layer is assumed to be in the range
of the hydrodynamic radius Rh, but may decrease with
increasing concentration above some critical concentration,
cpd0 [45]. It is computed by

δ =
{

fdpl · Rh if cp ≤ cpd0

fdpl · Rh · (cp/cpd0)
αdp if cp > cpd0 ,

(47)

where fdpl and αdp are tuning parameters. For all simula-
tions presented in this paper, fdpl = 1. We also need to
handle the polymer concentration. The injected concentra-
tion is split into a polymer rich phase with concentration
cpp, and a water rich depleted layer at the pore surface
where the polymer concentration is lower, cpd . The average
concentration in the rock is cp, and c�

p denotes the concen-
tration after excluding the constant part of the inaccessible
pore volume, but before incorporating the depletion layer
effect. The relations between the different concentrations
are given by

c�
p = cp

EPV 0
= cpp · E�

PV d . (48)

where E�
PV d = EPV d − (1 −EPV d) · (cpd/cpp), and where

the last term is the relative polymer concentration in the
depletion layer. The latter quantity is used to compute the
depletion layer viscosity, ηdw, that enters the definition of
Mν .

The polymer concentration cpp will be higher than the
injected concentration when the depletion layer model is
activated. Moreover, the polymer rich phase will travel at
a higher velocity than the polymer depleted phase close to

161



1310 Comput Geosci (2017) 21:1289–1312

the surface. To capture this, we define an effective polymer
concentration, cpef , to be used in the transport equation for
polymer. Mass balance considerations require the effective
concentration to be equal to the injected concentration, cinj

p ,
at steady state. Applying the mass balance, and combining
with Eq. 48 and expressions for fdw and fp (not shown
here), we obtain the following expression for the effective
polymer concentration:

cpef = cp · 1

EPV 0
· 2Mν(1 − EPV d�) + EPV d�

Mν − (Mν − 1)E2
PV d�

. (49)

We remark that, for the low viscosity simulations presented
in this paper, we assumed zero polymer concentration in
the depleted layer, cpd = 0. We also set the thickness δ of
the depleted layer equal to the hydrodynamic radius of the
polymer, δ = Rh. On the other hand, for the simulations
performed to match the dataset from Howe et al. [28], we
used the more elaborate model reported herein. The expo-
nent in Eq. 47 was then set to αdp = −0.75 [45], and
cpd/cpp = 0.4.

A.2 Calculation of effective pore radius and in-situ
shear rate

The shear rates experienced by the polymer molecules will
vary drastically depending on the local conditions in the
reservoir. In this paper, we have used the following correla-
tion to calculate an average (effective) shear rate in porous
media:

γ̇ = γ̇pm = 4αcu√
8kφ

·
√

RRF

1 − IPV0
. (50)

Equation 50 is based on a model of the porous media as
a bundle of capillary tubes, and the parameter αc is a tun-
ing parameter to account for variations in the pore geometry,
whereas u is the Darcy velocity, and k is the permeability.
We have explicitly included the fraction of pore volume that
is totally inaccessible to the polymer, IPV0, into the calcu-
lation of γ̇pm, as well as the permeability reduction factor,
Eq. 37.

The effective pore radius for the flowing polymer, Rp, is
calculated accordingly:

Rp =
√

8kC

φ
· 1√

RRF(1 − IPV0)
. (51)

We should stress that we have no measurements of the
IPV factor in our experiments. For convenience we have
simply set it to a value of 0.1, i.e., we assume that 10% of the
pores are too small for the polymer to enter. Small variations
in αc and IPV0 do not greatly affect the results.

A.3 More on polymer adsorption and the permeability
reduction model

By looking at the expression for the effective pore radius,
Eq. 51, we see that the permeability scales with R2

p/φ.
Both of these factors are reduced by a factor 1 − Apt

when adsorbed polymer is introduced, and this justifies the
use of Eq. 37. Moreover, it is not enough to simply take
Apt ≈ Ap, because this does not consider the swelling (vol-
umetric extension) of the adsorbed polymer inside the pores.
Had we used Apt ≈ Ap, we would have to model unre-
alistically high levels of adsorption in order to match the
experimentally determined RRF factors.

A more realistic model might also allow for desorption
and re-adsorption of polymer molecules, in line with exper-
imental data from the literature that suggests continuous
exchange of lighter molecular weight species at the wall
with higher molecular weight species from the solution [10].
However, in this work, we were only able to estimate the
adsorption indirectly. We have therefore not considered such
an extension to the model, as more data would be needed to
properly test it.

We should also mention that in the model the adsorption
capacity, Qm, is scaled with

√
φ/k, since a smaller effective

pore size results in a larger available surface area for adsorp-
tion, see Eq. 51. A value of Qm is specified at reference
values kref and φref , and Qm at arbitrary k and φ becomes

Qm = Qm(k, φ) = Q
ref
m ·

√
kref

k
·
√

φ

φref

. (52)

The ability to vary Qm is important for upscaling to the
field, since there are large variations in permeability and
porosity in the reservoir.

A.4 Effective salinity model

The effect of solution salinity is included in the simulator
by making [η] in Eq. 11 salinity dependent. For the present
purposes, we calculate [η] as a power-law of an effective
salinity parameter, Cs :

[η] = [η]ref · Cαs
s . (53)

The parameter [η]ref is a reference intrinsic viscosity,
calculated from the polymer molecular weight, and αs is a
fitting parameter which can be obtained as the slope of the
intrinsic viscosity versus effective salinity on a log-log plot.
The effective salinity is calculated as a weighted sum of the
ionic concentrations in the solution:

Cs =
∑

i

Ciβi . (54)

Here, βi is a constant that varies according to the valence
of ion i, and Ci is the molar concentration. NaCl is used as
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a reference salt with βNa = βCl = 0.5 so that Cs for a pure
NaCl electrolyte becomes equal to the molar concentration.
Other ions have βi expressing their relative strength to either
Na+ or Cl−. A common method is to set Cs equal to the
ionic strength,

I = 1

2

∑
i

Ciz
2
i , (55)

which would put more weight on divalent ions and in our
notation have βCa = 2. Investigations on interaction forces
between ions and charged surfaces like clay or charged
molecules like surfactant have shown that not only the
valence, but also the hydrated sizes of the ions are important
[48]. The ionic strength expression may severely underesti-
mate the effect of divalent ions, and Stavland et al. [65] used
a “modified ionic strength” where the power of the valence
term was allowed to be higher than 2 for divalent ions. The
presented data indicated an order of magnitude higher effect
from Ca2+ on the polymer viscosity, i.e., βCa ≈ 20.

A.5 Temperature effects

In the current model, it is assumed that the main temper-
ature dependence of the effective viscosity is captured by
the viscosity of the solvent, which is computed according to
an Arrhenius equation. Additionally, we have seen that both
relaxation time constants, λ1 and λ2, are inverse functions
of temperature, since they are related to diffusion. However,
as we have only considered experiments performed at room
temperature (20 ◦C), more experimental data is needed in
order to test this part of the model.
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Abstract Polymer flooding is a promising method of enhanced oil recovery (EOR), but for high molecular weight syn-
thetic polymer types it is challenging to estimate field performance. These polymers exhibit a complex non-Newtonian
fluid rheology, and they are susceptible to mechanical degradation. In this paper we present a method for how to pre-
dict field scale polymer behaviour from core experiments. The model we have developed is capable of describing the
relevant flow regimes observed in the laboratory; apparent shear thinning, apparent shear thickening and mechanical
degradation. Numerical investigations reveal that a very fine grid resolution, on the order of millimetres to centimetres,
is needed near the wellbore to calculate the correct amount of polymer degradation and well pressure. The simulation
results are corroborated by numerical, and approximate analytical, integration of the model equations. We study how
varying the flow rate Q and permeability k affects the simulated molecular weight far away from the well, Mwd . In radial
flow the degradation process terminates very close to the wellbore and, for the polymer type investigated, we find the
scaling M−1

wd ∝ Q0.65 · k−0.425 when in the strong degradation regime. This is in contrast with the case of a linear core
displacement, for which there is also a length dependency of degradation. Under certain assumptions, the model predicts
an approximate power-law scaling MwL ∝ Lω , with L being the length of the core, and where MwL is the model molec-
ular weight at the core effluent. The power-law exponent depends on input parameters to the polymer model, and in
the present study we found ω ≈−0.1 when the initial degradation was substantial. Our findings are broadly consistent
with results from the recent polymer pilot at the Dalia field, and with core scale experimental investigations into length
effects of degradation.

Keywords Polymer flooding, EOR, Mechanical degradation, Non-Newtonian fluids, Porous media

1 Introduction

Although polymer flooding is regarded as a mature EOR technology, implementations of the method offshore have
been relatively rare (Kaminsky et al., 2007; Standnes and Skjevrak, 2014; Sheng et al., 2015). Contrary to onshore
fields, offshore wells are expensive, and the well spacing is usually much larger. Consequently, injection rates tend to
be significantly higher offshore, which may be problematic when injecting large molecular weight polymers into the
reservoir. The polymers that are most often used for EOR purposes are partially hydrolyzed polyacrylamides (HPAM),
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which typically have a molecular weight on the order of several million Daltons. These polymers exhibit a flexible coil
conformation in solution, which gives them elastic thickening properties at high flow rates. This behaviour, referred to
as (apparent) shear thickening in the literature (Chauveteau and Moan, 1981; Chauveteau et al., 1984), leads to a sharply
increasing flow resistance with increasing rate. Near the wells, it may potentially cause a severe loss in well injectivity.

Polymer molecules are sensitive to the chemical and microbial environment they are exposed to and can degrade
as a result of bacterial attacks, thermal hydrolysis at elevated temperatures, or due to rapid redox reactions initiated
by certain chemicals, especially in the presence of dissolved oxygen (Ryles, 1988; Levitt et al., 2011; Thomas et al.,
2012; Seright and Skjevrak, 2014). In addition, once the polymers enter the shear thickening flow regime they become
susceptible to mechanical degradation (Maerker, 1975, 1976; Seright, 1983). Mechanical degradation occurs when the
polymer molecules experience excessive mechanical stresses in regions of high shear, causing some of the covalent
bonds along the polymer chain backbone to break. If this happens, it will counteract the decline in injectivity, but at
the cost of losing much of the viscosifying power of the added chemicals. A recent example of field scale mechanical
degradation was reported at the Dalia field in offshore Angola, where a surveillance well dedicated to sampling injected
polymer revealed lower viscosity than expected. According to Morel et al. (2015), roughly half of the designed viscosity
was lost due to mechanical degradation, and the percentage reduction in low shear viscosity was close to 75 %.

In this paper we demonstrate a method for forecasting field scale polymer flood performance based on core scale
experiments. We do this by applying a new mathematical model for polymer flooding, originally developed to simulate
linear corefloods, to a radial setting. The polymer behaviour in radial flow is non-trivial, because the flow rate is varying
with distance, and thus the shear rates experienced by the polymer molecules will decrease as the polymer travels deeper
into the formation. Taking into account the complex character of the in-situ polymer solution rheology, this leads to a
different scaling behaviour for the case of radial flow than for a corresponding linear case. Fortunately, in large scale
reservoir simulation, effects of apparent shear thickening and mechanical degradation may be safely ignored in the bulk
portion of the reservoir. This is because representative reservoir flow rates will be too low to trigger the onset of these
flow regimes. On the other hand, the effects are crucial to resolve accurately near the wells.

The model previously used to history match core scale polymer floods is briefly reviewed in section 2. In section 3,
we describe the radial sector grid employed in the current work. We illustrate the sensitivity of the simulation results
to the chosen grid resolution near the injector. In the main section of the paper, we present a series of simulation cases,
conducted to study the effect of injection flow rate and permeability on predicted mechanical degradation. We solve the
steady-state degradation problem analytically and semi-analytically in the Appendix. This serves at least three purposes.
First of all, it provides a direct validation of the simulator implementation. Secondly, it allows us to derive approximate
scaling laws, which gives insight into what controls degradation in the model. Finally, it leaves us with a very good
starting point for further development into a full field simulator. This is briefly hinted at towards the end of the article,
where we also discuss limitations of our approach.

2 Numerical model

In Lohne et al. (2017) we presented a short review of polymer flooding simulators that have been reported in the
literature. Our conclusion was that there is currently a lack of useful models to describe the phenomenon of mechanical
degradation of polymers. To remedy this, we suggested a new model to capture the in-situ rheological behaviour of
flexible polymer molecules in porous media (Nødland et al., 2016; Lohne et al., 2017). The model was implemented
in an in-house simulator, IORCoreSim. Our approach includes ways to model both shear thinning and shear thickening
fluid rheologies, as well as mechanical degradation. The model was originally developed to match resistance (mobility
reduction) factors calculated from laboratory core flooding data. For a given flow rate, the resistance factor RF is defined
as the steady state pressure drop across the core, ∆ ppol , normalized by the corresponding pressure drop for brine without
polymer, ∆ pwat :

RF =
∆ ppol

∆ pwat
. (1)
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An example of the match that was obtained between model and experiment is shown in figure 1. One of the successes
of the model was that it was possible to match experimental data from different labs with mostly the same input. Some
differences had to be introduced when matching the low salinity dataset reported by Howe et al. (2015). However, at
fixed ionic composition, the impact of varying permeability, molecular weight, and flooding rate was well captured using
a single set of parameters.
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Fig. 1 Resistance factors versus flow rate for four different polymer experiments. The RF factors were calculated for two successive (serial)
cores, each of length ∼ 7cm. The scatter points are values obtained experimentally, and the dashed lines are calculated from simulated
pressure drops. Note that for the experiments shown here, 4 different HPAM polymers were used, with reported molecular weights varying
from Mw = 5MDa to Mw = 20MDa. There were also some variation in rock permeability (and porosity) among the experiments.

The model is fairly comprehensive, and we will only give a brief review of the main aspects here. The model includes
a description of the effective aqueous phase viscosity, η , that can be both shear thinning and shear thickening, depending
on the flow conditions. Each of these flow regimes is governed by the product of a characteristic time scale and the in-
situ, apparent shear rate in porous media. In the apparent viscosity model, the shear thinning viscosity is computed from
the Carreau-Yasuda equation (Bird et al., 1977), using as input a polymer characteristic relaxation time λ1, which is
calculated from properties of the solution. Similarly, the effects of shear thickening are related to a time scale λ2, and is
made a function of both the rock and the fluid properties. More equations are presented in the Appendix, but for all the
details we refer to (Lohne et al., 2017).

For one-phase flow, the in-situ shear rate is computed as

γ̇ =
4αcu√

8kφ(1− IPV0)
·
√

Rk , (2)

where u is the Darcy velocity of the water phase, Rk is a permeability reduction factor, and IPV0 represents polymer
inaccessible pore volume due to the large molecular size of the polymer macromolecule in solution. Expression (2) is a
standard way of defining the shear rate in a porous medium, and the parameter αc is a tuning parameter used to correlate
the in-situ and bulk rheology curves (Cannella et al., 1988; Wreath et al., 1990; Fletcher et al., 1991).

2.1 Polymer degradation model

In principle, a polymer solution should be described by a distribution of components with varying molecular weight,
reflecting the polydispersivity of the sample. In practice, this is very difficult. Even if the molecular weight distribution
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prior to degradation could be known accurately from experiments, it would still pose several challenges for the purposes
of modelling. First, it would be computationally demanding to model. Second, specific assumptions about the mech-
anism of the degradation would be required, such as whether certain components are more prone to chain cleavage,
or if the degradation process is random. Because of this, we do not attempt to explicitly model the molecular weight
distribution. Instead, we are mainly concerned with matching the correct viscosity behaviour of the degraded solutions.
To this end, we represent the polymer by two different polymer components in the simulator, a volumetric component
and a molar component. Only the latter component is affected by degradation. In consistent units, the two concentrations
are related by

Mw =
cp

cmol
. (3)

where cmol is the molar concentration, cp is the mass concentration of polymer. The volumetric concentration is the
ratio cp/ρp, where ρp is the polymer density. The combined transport and reaction (degradation) problem is handled
by a standard sequential non-iterative operator splitting approach. First, the polymer components are advected through
the grid using a timestep ∆ t, yielding an intermediate solution M0

w. Next, the polymer molecular weight is updated by
solving the initial value problem (Lohne et al., 2017)

dMw

dt
=− frup ·Mw,Mw(0) = M0

w , (4)

over the same timestep ∆ t, and where the degradation rate is

frup = (rdeg · γ̇ ·η)αd ·2Mβd
w /Rp . (5)

For completeness, we repeat some of the arguments that were presented in favour of expression (5) in Lohne et al.
(2017):

1. Above a certain shear stress inside the porous media there is a probability for chain rupture, and as the shear stress
increases the probability for chain rupture increases dramatically. This effect is represented by the term (rdeg · γ̇ ·η)αd .

2. The velocity gradient inside the pore space is highest closest to the pore surface, and therefore the shear forces are
largest there. Letting Rp denote the effective pore radius available to polymer flow, this effect is represented by term
2/Rp (i.e., specific surface area)

3. Longer polymer chains will rupture more easily than shorter ones simply because they experience a higher shear
force across the molecule, which is represented by the factor Mβd

w .

The parameters rdeg, αd and βd are set to to constant values, and it was shown in Lohne et al. (2017) that these
values matched experimental data when polymer type, permeability, and flooding rate rate was varied. The pore radius
is calculated from a Kozeny-Carman type equation,

Rp =

√
8kC
φ
· 1√

Rk(1− IPV0)
, (6)

where C is a tortuosity factor.

2.2 Simplifying assumptions

To match experimental core flooding data, the inclusion of models for permeability reduction and depletion layer effects
was deemed necessary (Lohne et al., 2017). However, by incorporating these mechanisms into the simulator, the math-
ematical complexity of the resulting equations greatly increase. Therefore, for the analysis presented herein, we have
neglected both effects (adsorption was still included, but we set Rk = 1). These choices should not alter the results of our
analysis in any dramatic way, but it should be kept in mind, particularly when considering the usage of the analytical
formulas presented towards the end of the paper. It should also be remarked that only mechanical degradation has been
modelled, and not any of the other degradation processes that might be relevant for a given field scenario.
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3 Simulation overview, and grid sensitivity

To represent flow near a vertical injector at the field scale, we considered a 360◦ sector model, with the well boundary
located at the inner radius r = rw = 0.1m, and the outer boundary placed at r = re = 20m. The sector model was
discretized using 1D cylindrical coordinates, i.e., with a single grid block in the azimuthal and vertical directions. The
reservoir thickness was ∆z= h= 20 m, and porosity was φ = 0.2. For the interface between radial grid blocks i and i+1,
the numerical flux was calculated by applying a logarithmic transform to the radial coordinate, and by approximating
the pressure drop as occurring across pressure equivalent radii Req

i and Req
i+1. Specifically, the equivalent radius Req

i for
block i is defined as the radius at which the grid block volume-weighted average pressure equals the grid block pressure,
at steady-state (assuming radial flow). Another choice involves the radius at which the polymer apparent viscosity is
evaluated. In this work, the midpoint radius was selected for each grid block.

For all simulations discussed in this paper, we used history matched input data for the 3630S HPAM polymer,
manufactured by SNF Floerger with reported Mw = 20MDa, and 30 % degree of hydrolysis. Shear thinning parameters
were obtained from standard bulk viscosity rheometer measurements. For the other parts of the model, the crucial input
parameters are the slope and transition parameters for describing apparent shear thickening flow (m and x2), the critical
Deborah number N?

De that is used to calculate λ2 (i.e., the onset of thickening), as well as the degradation parameters
αd (exponent for degradation dependence on shear stress) and rdeg (degradation rate constant). We refer to Lohne et al.
(2017) for details on the history matching procedure.

In the simulations, a constant flow rate boundary condition was enforced at the injector, and a constant pressure was
required at the external boundary, pe = p(r = re) = 200bar.

3.1 Effects of grid resolution, and sources of numerical error

Figure 2 illustrates the effect of near well grid resolution on simulated steady-state degradation (left plot), and on
injection well pressure (right plot). For the example considered, the permeability was k = 1D, and the applied flow rate
was Q = 250m3 d−1. In the left plot, we have included for reference the analytical solution, which was obtained via
numerical integration (section 12). We see that for the coarsest grids virtually no degradation is predicted, while for the
finest grid the percentage reduction in molecular weight is ∼ 45 %. The explanation for this huge difference is that as
the grid size becomes larger, the shear rate becomes smeared out near the well. For the largest grid blocks, the calculated
shear rate is so low that the polymer is incorrectly predicted to be in the low shear regime, and we get minimal amounts
of degradation. As the grid size decreases, more polymer degradation occurs. Observe also that there is a peak in the
pressure versus grid size plot. This is because increasing the shear rate induces two simultaneous effects which work in
opposite directions with respect to the apparent viscosity. On the one hand, as the grid size becomes smaller, the shear
rate near the well becomes larger, which for a polymer in the shear thickening flow regime leads to an increase in the
apparent viscosity. At the same time, a higher shear rate leads to more degradation, which reduces Mw and hence leads
to a decrease in pressure.

It is well known that the use of operator splitting techniques to decouple transport and reaction leads to an inherent
numerical error (Herzer and Kinzelbach, 1989; Hundsdorfer and Verwer, 1996; Carrayrou et al., 2004). This is irre-
spective of whether each subproblem could be solved exactly, which is usually not the case (e.g., (Lantz, 1971)). The
conclusion holds for both linear and radial geometries, but in the radial case there will be additional errors associated
with the choice of shear rate at which grid block properties are computed. Moreover, in the current IORCoreSim im-
plementation equation (4) is discretized implicitly in time. The resulting non-linear equation is solved using an iterative
chord method, and for large timesteps this solution method is known to incur some error. In several examples that were
tested, the algorithm tended to slightly overpredict Mw. As a consequence, simulated results will show some dependence
on the timesteps taken in the numerical scheme, even when considering steady-state solutions. Note also that we used
an explicit scheme to handle the component transport. However, for the steady-state problems considered in this work,
tests performed with a fully implict scheme revealed no significant differences in the computed solutions.
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Fig. 2 Effect of grid resolution. Left plot: Simulated reduction in effluent polymer molecular weight (at steady-state) plotted versus radial
size of the first grid block, ∆r0. This cell size was used throughout the first 25 cm of the reservoir, while log spacing was applied thereafter.
For cases with ∆r0 ≥ 25cm, only 1 grid block had this size, and the subsequent blocks had a lower incremental radius, since it was set as a
requirement that the total number of blocks should be equal to nrad = 100, if possible (this choice was quite arbitrary). For the last grid block,
∆r = 0.1cm in all cases. Right plot: Corresponding injection pressures.

The slow convergence in the radial grid (figure 2) can be rationalized by considering how the shear rate varies with
distance. In radial flow, γ̇ ∝ 1/r, which means that the degradation rate declines rapidly with distance away from the
injector. If the level of degradation is underestimated in the beginning, it will not be fully compensated for later on
with progressive degradation, as would be the case in a corresponding linear case (where the shear rate is constant in
space). Indeed, degradation levels at a distance ∼ 20m in linear 1D geometry were found to be quite insensitive to grid
resolution, yielding similar results when only a couple of grid blocks were used as when the block size was below 1 mm.

In the rest of the paper we have chosen to discretize the first 25 cm of the reservoir into grid blocks of constant size
∆r0 = 5mm. This choice corresponds to case 4 from the left in figure 2.

3.2 Method of quantifying degradation

Unless otherwise is specified, we calculate the amount of mechanical degradation as the reduction in model Mw from its
initial value,

Degradation[%] =
Morig

w −Mdegr
w

Morig
w

·100% , (7)

where Mdegr
w and Morig

w are the produced and original molecular weights, respectively. However, in the experimental
petroleum literature it is common to quantify degradation as the percentage reduction in low shear viscosity as measured
in a rheometer. Letting ηorig

sp and ηdegr
sp denote the low shear specific viscosities of, respectively, the original and the

degraded polymer solutions, we can then calculate

Degradation[%] =
ηorig

sp −ηdegr
sp

ηorig
sp

·100% . (8)

The relation between viscosity and molecular weight is given by the Mark-Houwink equation, Eq. (21).
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4 1-phase simulations in homogeneous permeability fields

For the simulations shown in this section, all input parameters to the model were kept fixed, except the flow rate Q, and
the permeability k. Both of these parameters were varied over several orders of magnitude, with 725 combinations of
the two parameters investigated. The selected flow rates were in the range 50≤Q≤ 2500 m3 d−1, and permeability was
varied from 10 mD to 50 D. In figure 3 we visualize some of the obtained simulation results by plotting the amount of
Mw reduction that has occurred at a distance r = re = 20m from the injector. In the left plot we have plotted degradation
versus permeability, and in the right plot we have used Q/h on the x-axis, where h is the reservoir thickness.
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Fig. 3 Percentage reduction in the polymer molecular weight for various, selected combinations of Q and k. Left plot: Versus permeability,
for different flow rates. Right plot: Versus flow rate, for different permeabilities.

Figure 3 reveals that for the highest flow rates, a significant amount of degradation can be expected, even when the
permeability is high. For example, for k = 1D, both plots show that the molecular weight will be approximately halved
when Q/h≥ 15m2 d−1. From the right plot we observe that for Q/h≥ 25.0m2 d−1, the Mw reduction is predicted to be
> 50 % for all k ≤ 2000mD.

4.1 Analytical and semi-analytical calculations

To validate the simulated results, and to gain a better grasp of what controls mechanical degradation in the model, we
have developed several analytical and semi-analytical expressions. The details are presented in the Appendix, but the
starting point was the equation

dMw

dr
=−2πhrφ(1− IPV0)

Q
· frup ·Mw , (9)

and was obtained from mass balance considerations (Appendix A). The use of these methods is illustrated in figure 4.
In the figure, we consider three specific flow rates, at different permeabilities. In the left plot, we compare simulated
steady-state Mw reduction with results obtained from two explicit formulas of the form (36), derived by assuming that the
cubic polynomial used to compute the zero shear specific viscosity, Eq. (20), can be approximated either by 1) the first
order term or 2) the third order term (see Appendix B and C, respectively). In both cases, the Carreau-Yasuda exponent
n was assumed independent of Mw, and equal to 0.3. It is evident that we underestimate the amount of mechanical
degradation when using either formula. We observe that for a given flow rate, there is a permeability at which the two
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curves intersect. This is because, as the molecular weight decreases during degradation, the dominant term in Eq. (20)
changes. For large Mw, the third order term dominates, but as Mw decreases the first order term becomes most important.

In the right plot of figure 4 we compare the same simulated data with two other approaches: 1) a semi-analytical
solution, and 2) an analytical solution, obtained via numerical integration (see section 12). The semi-analytical method
is based on the inclusion of both the first and and the third order term in ηsp0 and, as before, it is assumed that n
is constant, along with several other simplifications. On the other hand, in the numerical integration routine we do
not make any approximations when calculating the apparent viscosity. From the figure, we see that there is still some
disrepancy between simulation and calculation, but the match is very close. Moreover, as can be seen from figure 2, an
even finer grid discretization would lead to a slighly higher Mw reduction, thus improving the match. As a further test,
we conducted a new series of simulations, this time in linear 1D geometry at the core scale. In each case, the simulated
Mw reduction was compared with numerical computations akin to the ones already performed for the radial model. The
results for the molecular weight at the core effluent revealed a very close agreement between simulation and numerical
integration (Appendix E, section 13).
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Fig. 4 Percentage reduction in the molecular weight for various, selected combinations of Q and k. Left plot: Comparison between simulated
data and two approximate formulas (solid lines). Right plot: Simulated data versus semi-analytical calculations and the analytical solution
(numerical integration).

4.2 Scaling relationships

As shown in figures 3 and 4, the amount of degradation is a function of both Q and k, and in the model the polymer is
degraded progressively as it moves radially outward from the injector. However, as will be shown later, the molecular
weight essentially stabilizes at a constant value within the first tens of centimetres from the well. Thus, in the absence
of significant heterogeneities, we would expect the amount of degradation to be strongly linked to the in-situ shear rate
at the sandface, γ̇w, which scales according to

γ̇w ∝ Q/
√

k .

In figure 5, we plot all of the degradation data versus γ̇w, this time displaying the molecular weight at r = re on
the y-axis, normalized by the initial value before injection started. Note that we have split the data into 3 categories
depending on the magnitude of the permeability. The data in the figure reveal a clear trend, but there is considerable
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scatter, and γ̇w alone does not suffice to predict the total amount of degradation occurring in these homogeneous models.
For lower permeabilities, more degradation is predicted at the same γ̇w.
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Fig. 5 Molecular weight of the polymer at r = re, relative to the initial value, plotted versus the in-situ shear rate at the sand face, γ̇w.

As mentioned in section 4.1, we can derive an approximate analytical expression to estimate the simulated Mw
reduction. By employing that expression, as well as the particular model input parameters used for the simulations, we
anticipate the molecular weight to approximately satisfy

Mw(r = re)
−1 ∝ γ̇0.65

w · k−0.1 ∝ Q0.65 · k−0.425, (10)

provided there is a substantial amount of degradation. This is verified in figure 6. Compared with figure 5, the
amount of scatter is heavily reduced. Also, as predicted by (10), the declining part of the curve is well captured by a
straight line when plotted on a log-log plot (right plot). We remark that the approximate scaling behaviour obtained for
radial flow, Eq. (10), is markedly different than for the case of flow in linear geometry. In the latter situation, the model
predicts an additional length dependency of degradation, typically in the form of a power-law scaling with distance from
the injection point (see Eq. (47)). This was recently observed experimentally (Åsen et al., 2018).

4.3 In-situ rheology at k = 1D

To further illustrate the simulation results, we looked more in-depth at the cases with k = 1D, for different Q. In the
plots shown here, figure 7 and 8, we have restricted ourselves to flow rates satisfying Q≤ 400m3 d−1. However, data for
all investigated flow rates are presented in table 3. The resulting steady-state profiles for the molecular weight (strictly
speaking, molar volume) versus radial distance are shown in the left plot of figure 7. We see that the steady-state
molecular weight effectively stabilizes to a constant value at a distance very close to the injector, in these cases on the
order of, at most, 15-20 cm. This is in contrast with the case of linear geometry, where the model predicts progressive
degradation with distance from the injection point (see, e.g., Eq.(47)).

In the right plot of figure 7, we show how the in-situ shear rate varies with distance. Note that, for the cases inves-
tigated here, the shear rates close to the well vary slightly less than one order of magnitude, from γ̇ ≈ 300s−1 in the
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Fig. 6 Left plot: Simulated molecular weight of the polymer at r = re, relative to the initial value, plotted versus log(γ̇0.65
w /k0.1). The latter

quantity was derived from an approximate analytical model, see section 10. Right plot: The same data as in the left plot, but now applying a
logarithmic transformation to the values on the y-axis.

Q = 50m3 d−1 case, to γ̇ ≈ 2500s−1 when Q = 400m3 d−1. For the lowest flow rate, we see that virtually no polymer is
degraded (0.19 %, table 3), whereas for Q = 400m3 d−1, there is more than 50 % Mw reduction.
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The in-situ shear rate profile.

In figure 8, we have included plots to show how the apparent aqueous phase viscosities (left plot) and water pressures
(right plot) change with distance from the injector. Close to the well, we see that η can be large, on the order of 100 cp
for most cases, but it quickly declines with distance away from the injector, and it reaches values between 4 and 7 cp a
metre from the well. After this the apparent viscosity starts to increase again. This happens within the first metre of the
reservoir when Q = 50m3 d−1 case, and slightly further out from the well in the remaining cases. In the former situation,
the shear rate quickly drops below 50 s−1, which is in the shear thinning region. For higher flow rates, the polymer
exhibits shear thickening behaviour further out from the well than in the lowest flow rate case. However, due to the rapid
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Fig. 8 Left plot: Apparent viscosity as a function of radial distance, for seven different cases where k = 1D, at steady-state. The formation
thickness was h = 20m, and the porosity was φ = 0.2. Note that r = rw = 0.1m corresponds to the sandface. Right plot: Pressure in the water
phase.

degradation that happens near the well, the critical shear rate for the onset of thickening is greatly increased as Mw is
decreased (figure 9). For instance, in the case with Q = 400m3 d−1 (57.0 % degradation), the shear rate at r ≈ 1.6m
is γ̇ ≈ 153s−1, which would be in the shear thickening region if the polymer had not been degraded. But, because of
the degradation that has already occurred at this stage, the polymer is actually predicted to be shear thinning at this
distance. This can clearly be seen from figure 9 (vertical, dashed line), where we have compared the model predicted
in-situ rheology for some of the polymers that were produced, assuming cp = 1500 ppm.
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Fig. 9 Model predicted apparent viscosity of a 1500 ppm polymer solution as a function of in-situ shear rate, for various values of the molecular
weight Mw. Specifically, we have considered four of the cases reported in table 3. Also shown for reference is the apparent viscosity of the
original, nondegraded polymer (red triangles), and the vertical line intersects the viscosities at γ̇ = 153s−1 (see discussion in the main text).
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Another consequence of figure 9 is that if the same polymer solution were to be reinjected into the reservoir after
having been produced, it would experience much less additional degradation. This is in accordance with experimental
data (Seright, 1983; Stavland et al., 2010; Zechner et al., 2013). This fact is also illustrated by figure 10, where we have
plotted the amount of degradation versus applied injection rate for two different polymer solutions (k = 1D):

1. The original, nondegraded polymer, with initial Mw = 20MDa
2. A polymer with initial Mw ≈ 10.2 MDa, i.e., corresponding to a polymer that was predegraded at Q = 300m3 d−1

(table 3)
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Fig. 10 Degradation at different flow rates for a polymer with initial Mw = 20MDa, and a predegraded solution with initial Mw = 10.2MDa.
The amount of degradation is estimated in two different ways: 1) as a reduction in simulated Mw, and 2) as a reduction in zero shear bulk
viscosity, η0. In both cases, the amount of degradation is calculated relative to the original, nondegraded polymer with Mw = 20MDa.

We observe from figure 10 that if we inject the polymer at rates much higher than Q = 300m3 d−1, there is little
difference between the two polymer solutions, although, at these rates, the viscosity loss will obviously be greater than
for the rates close to 300m3 d−1. For lower injection rates, differences in molecular weight and viscosity become more
pronounced, because the polymer solution with initial Mw = 20MDa experienced negligible degradation at these rates.
These differences are further illustrated in figure 11. In the left plot, we display the relative increase in ∆ p = pw− pe if
one uses the nondegraded polymer as opposed to the predegraded one. In the right plot, we show the model predicted
apparent viscosity in the last grid block, for the two choices of initial polymer. The figure reveals that, for flow rates
close to 300m3 d−1, the lower molecular weight polymer has better injectivity, but also that the apparent viscosity at
long distances from the well is more or less the same for the two polymers.

A practical implication of this is that, for a given reservoir, it may not always be the best option to select the polymer
with the highest possible molecular weight. Instead, by employing a lower molecular weight polymer one may obtain a
better injectivity, while at the same time keep a similar EOR potential.

4.4 Further well injectivity discussion

When it comes to potential applications of polymer flooding, concerns are often raised about well injectivity (Seright
et al., 2008; Seright, 2010; Glasbergen et al., 2015; Sheng et al., 2015). One worry is that the polymer may partly plug the
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Fig. 11 Left plot: The relative increase in pressure drop across the radial grid, when using the nondegraded polymer as opposed to the polymer
that was previously degraded at Q = 300m3 d−1. Right plot: The corresponding model predicted apparent viscosities in the last grid block of
the radial grid, i.e., at r ≈ re.

reservoir, which may happen if there is debris left in the solution from the manufacturing process, or if the dimensions
of the macromolecules are on the same order of magnitude as the typical pore sizes of the rock. For the polymer studied
in this work (Mw = 20MDa), the latter issue could cause problems at the lowest permeabilities investigated.

The above concerns are usually addressed as part of reservoir screening and pre-injection preparations. As such,
the main issue to consider is the expected increase in pressure required to inject a polymer solution into the reservoir,
compared with the base case of ordinary waterflooding. This is especially critical for high molecular weight, viscoelastic
polymer types, because they have the potential to induce larger resistance factors than polymers which are primarily
shear thinning (e.g., xanthan). Operators are naturally concerned with whether polymer can be injected at flow rates that
are economically feasible. However, despite frequent worries, practical experience from fields flooded with polymers
have often been positive, with reported well injectivities tending to be larger than anticipated. The standard explanation
for this is that many wells are likely to be fractured. It is known that even for many ordinary waterflooding projects,
fractures are likely to be opened during injection (van den Hoek et al., 2008). For several recent field cases, the existence
of fractures has been inferred, e.g., at the Daqing oilfield in China (Wang et al., 2008, 2009), at the Tambaredjo field in
Suriname (Let et al., 2012; Manichand et al., 2013), and at the Matzen field northeast of Vienna (Gumpenberger et al.,
2012; Zechner et al., 2015; Clemens et al., 2016; Lueftenegger et al., 2016).

Based on the above considerations, it is clear that if fracturing the formation is accepted, and if the extent of the
fractures can be controlled so as to not negatively impact the oil recovery, it will be beneficial for the polymer flooding
process (Seright et al., 2008). When fractures are present, it is not unrealistic to imagine that the fluid velocity can
decrease by as much as two orders of magnitude (Let et al., 2012). This will go a long way to alleviate the problems
associated with strong shear thickening behaviour and polymer mechanical degradation in the near well region. On the
other hand, if injectivity is good, care still has to be taken so as to not increase the flow rate by too much.

If the opening of fractures is not accepted, well injectivity is obviously going to be reduced when polymer flooding
is performed. However, we have seen that if sufficient amounts of degradation occur, the effective viscosity will rapidly
drop as the solution travels through the first few centimetres of the formation. Consequently, the additional flow resis-
tance imparted by the polymer solution will not be as high as one might fear, based on the apparent shear thickening
fluid rheology alone. To illustrate this more clearly, we performed additional simulations with only certain parts of the
polymer model activated. For the k = 1D cases documented in table 3, we reran all the simulations twice. First, we
assumed that the in-situ polymer rheology could be adequately described as purely shear thinning, i.e., shear thickening
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and degradation was neglected. Next, we included both flow regimes, but set the degradation rate to zero. The resulting
steady-state pressures were plotted versus applied flowrate, and the different approaches were compared, see figure 12.
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Fig. 12 Left plot: Steady-state pressure at the injection well, for the various employed flowrates at k = 1D, and assuming two different polymer
rheology models: 1) the full model (with degradation), and 2) a shear thinning model. Also shown are calculated steady-state pressures for or-
dinary water injection at the same rates. Right plot, left axis: Resistance factors across the whole simulation model, for three different assumed
polymer rheology models. The purple squares represent the case when the shear thickening model is activated, but with the degradation rate
set to zero. Right plot, right axis: The percentage reduction in molecular weight of the polymer that was produced at r = re, for the case when
the full model was run, i.e., corresponding to the red circles.

When using the full model, figure 12 shows that, in most considered cases, the pressure drop could be expected to
increase by a factor ∼ 1.5 compared with the shear thinning polymer model. For rates in the lower end of the degra-
dation regime, the difference was larger (here, close to a factor ∼ 2). When using the shear thickening model without
degradation, extremely high resistance factors were predicted, and the purple curve in figure 12 (right plot) illustrates
well why it is necessary to include in some way the effects of polymer degradation in the simulations. In the polymer
modelling literature, previous workers who have implemented shear thickening behaviour, but not degradation, have set
an upper limit for the apparent viscosity, see, e.g., (Delshad et al., 2008) and (Sharma et al., 2011).

5 Summary and conclusions

To sum up, we have applied our previously developed polymer flooding simulator to a series of synthetic cases in a
radial geometry. The purpose of these simulations was to investigate how the model predicts the in-situ rheology of
the polymer in the vicinity of an unfractured, vertical injection well. In particular, we have focused on the amount of
mechanical degradation that can be expected near the injector. The model used in this paper has been history matched
to lab data, and it is therefore expected that our predictions could be quite realistic.

Before concluding we should point out some limitations of the current work. First, as mentioned earlier, permeability
reduction due to polymer adsorption has not been taken into account. If this mechanism is significant near the well,
additional degradation must be expected. Second, the brine that was used was the synthetic sea water (SSW) employed
in our previous study, and reported by Stavland et al. (2010). We have not considered how varying the ionic composition
of the brine may alter the amount of polymer degradation. Third, we have not considered effects of rock heterogeneity
on degradation, and we have only considered steady-state behaviour. The simulations were performed at isothermal
conditions (T = 20 ◦C). Finally, we re-iterate that all simulations were conducted using history matched input parameters
for a single polymer type. However, similar analyses could be made with other polymers as well.
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Based on our simulation results, some main observations are:

– A very fine grid is needed in order to accurately simulate the degradation process. This makes it difficult to upscale
results from the lab to the field. However, we have developed several analytical formulas and numerical integration
routines which may be used to assess more rapidly the expected amount of degradation

– In the absence of fractures, the amount of polymer mechanical degradation can become significant, even for high
permeability reservoirs (e.g., table 3). As a case in point, significant mechanical degradation was reported following
the recent polymer injection at the offshore Dalia field (Morel et al., 2015). The observed viscosity reduction was
higher than anticipated, and this was attributed to formation damage induced by re-injecting low quality produced
water. However, if the model results in this paper are to be believed, the viscosity loss is expected to be large even
at a permeability of 1 D, which is close to the reported average permeability of the field

– Mechanical degradation can be greatly reduced by lowering the injection rate. For the polymer investigated here,
degradation levels are predicted to be relatively low as long as the shear rate close to the well can be kept on the order
of O(103) s−1, or smaller (figure 5). However, for a specific shear rate there is considerable scatter in the simulated
Mw values. The model predicts more degradation at lower permeabilities than what is suggested by a simple scaling
with shear rate alone

– The value of resistance factors at the field scale cannot simply be extrapolated from corresponding shear thickening
viscosities at the core scale. This is because of the radial geometry that was employed in the near well simulations,
as opposed to the linear geometry used in the core floods. Also, if near well degradation is neglected, the predicted
well pressures become unrealistically high

– It need not always be the best option to select the polymer with the highest possible Mw (for a given reservoir).
Instead, if the polymer is expected to undergo some degradation anyway, a lower molecular weight polymer may
provide similar viscosifying ability, but at the benefit of requiring a lower injection pressure

6 Suggested future work

In order for the model to be applied to realistic field cases, some sort of upscaling procedure or effective model is
needed. Since mechanical degradation and apparent shear thickening are only important near the wells, on the field
scale we only need to take the full model into account for the well blocks. That is, we require to be able to compute
accurate well pressures, and to predict the rheological properties of the polymer leaving or entering the well blocks.
Though obtaining an analytical model in the form of an explicit formula does not seem likely, one option could be to
assume radial flow near the well and to calculate an effective well block viscosity as, e.g.,

η =

∫ R1

rw

η
r

dr

ln(R1/rw)
,

with R1 being an equivalent radius representing the grid block outer boundary, and where the numerical integration
approach presented in the manuscipt is used to obtain η as a function of distance. Of course, additional complexities
will arise if significant permeability anistropy is present in the near well zone of the reservoir, for 2-phase flow, and if
the inclusion of even more physics is desired, e.g., permeability reduction effects. That said, an approach along the lines
sketched above seems like a good way to proceed.

For the rest of the reservoir model, the Newtonian and shear thinning rheologies should suffice to describe the
polymer behaviour.

7 Acknowledgements

The authors acknowledge the Research Council of Norway and the industry partners; ConocoPhillips Skandinavia AS,
Aker BP ASA, Eni Norge AS, Maersk Oil, a company by Total, Statoil Petroleum AS, Neptune Energy Norge AS,

183



16 Oddbjørn Nødland1,2,3 et al.

Lundin Norway AS, Halliburton AS, Schlumberger Norge AS, Wintershall Norge AS, and DEA Norge AS, of The
National IOR Centre of Norway for support.

184



Simulation of polymer mechanical degradation in radial well geometry 17

8 Tables

Table 1 Rock and fluid properties used as input parameters for the radial simulations.

Parameter Value Unit Description

re 20.0 m Exterior radius
h 20.0 m Reservoir thickness
rw 0.1 m Well radius
dtop 2200 m Depth below sea surface of reservoir top
pre f 200 bar Reference pressure, and enforced pressure at r = re
pinit 200 bar Initial reservoir pressure
Tinit 20 ◦C Initial reservoir temperature
Tin j 20 ◦C Temperature of injected water
φ 0.2 Porosity
ρw 1.0 gml−1 Water density at reference conditions
Cr 1.0×10−5 bar−1 Rock compressibility at reference conditions
Cw 4×10−5 bar−1 Water compressibility at reference conditions
ηs 1.07 cp Water viscosity at reference conditions
Bw 1.0 m3 m−3 Water formation volume factor

Table 2 Polymer properties used as input to the simulations. The commercial name of the polymer is 3630S (SNF Floerger).

Parameter Value Unit Description

[η ]re f 3750 mlg−1 Reference intrinsic viscosity
k′ 0.01 First Huggins constant
k′′ 0.077 Second Huggins constant
Mw0 20 MDa Initial polymer molecular weight
a 0.6 Mark-Houwink exponent
Cp 1500 ppm Injected polymer concentration
IPV0 0.1 Inaccessible pore volume (constant part)
C 3.0 Tortuosity used to calculate effective pore radius for polymer
IPV0 0.1 Inaccessible pore volume (constant part)
αc 2.0 Parameter used to compute in-situ shear rate
λa 0.350 KmolJ−1 Parameter for determining λ1 (shear thinning model)
λb 1.0 Parameter for determining λ1 (shear thinning model)
an 0.063 Parameter for determining n (shear thinning model)
bn 0.804 Parameter for determining n (shear thinning model)
x 1.0 Fitting parameter in the Carreau-Yasuda model
m2 1.5 Slope parameter in the elongational viscosity model
x2 3.0 Fitting parameter in the elongational viscosity model
rdeg 1.5×10−6 Rate parameter in degradation model (SI units)
αd 3.0 Exponent used in degradation model
βd 1.0 Exponent used in degradation model
N?

De 0.5 Critical Deborah number used in shear thickening model
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Table 3 Results for the radial simulations performed at k = 1D, for different applied flow rates, Q. The formation thickness was h = 20m,
and both Q and Q/h are displayed in each row of the table, as well as the in-situ shear rate at the sand face, γ̇w. Also shown is the percentage
loss in model Mw, the percentage loss in zero shear bulk viscosity η0, and the steady-state pressure at the injection well, Pin j .

Q [m3 d−1] Q/h [m2 d−1] γ̇w [s−1] Mw reduction [%] η0 reduction [%] Pin j [bar]

50 2.5 309.0 0.19 0.27 203.9
75 3.75 463.6 1.96 2.82 206.8
100 5.0 618.1 7.9 11.14 209.8
125 6.25 772.6 16.1 22.06 212.2
150 7.5 927.1 23.63 31.54 214.2
175 8.75 1081.6 29.88 38.99 215.9
200 10.0 1236.2 35.05 44.86 217.4
225 11.25 1390.7 39.36 49.56 218.7
250 12.5 1545.2 43.01 53.39 220.0
275 13.75 1699.7 46.14 56.58 221.3
300 15.0 1854.2 48.87 59.28 222.4
325 16.25 2008.8 51.26 61.59 223.6
350 17.5 2163.3 53.39 63.59 224.6
375 18.75 2317.8 55.29 65.34 225.7
400 20.0 2472.3 57.0 66.89 226.7
425 21.25 2626.8 58.55 68.27 227.7
450 22.5 2781.4 59.97 69.51 228.7
475 23.75 2935.9 61.27 70.63 229.6
500 25.0 3090.4 62.46 71.64 230.6
600 30.0 3708.5 66.43 74.91 234.1
700 35.0 4326.5 69.48 77.32 237.4
750 37.5 4635.6 70.75 78.31 239.0
1000 50.0 6180.8 75.55 81.88 246.5
1250 62.5 7726.0 78.74 84.15 253.2
1500 75.0 9271.2 81.06 85.74 259.5
1750 87.5 10816.4 82.83 86.93 265.5
2000 100.0 12361.6 84.23 87.86 271.1
2250 112.5 13906.8 85.38 88.62 276.6
2500 125.0 15452.0 86.34 89.24 281.8

Table 4 Exponents appearing in Eq. (39).

Base Exponent Formula Value in this paper

Q a1 αd(1+m)−1 6.5
k a2 −0.5(αd(1+m)+1) −4.25
T a3 −mαd −4.5
φ a4 1.5+0.5αd(2n+m−1) 3.15
1−φ a5 −(m+n)αd −5.4
1− IPV0 a6 1.5−0.5αd(1+m) −2.25
Rk a7 0.5+0.5αd(1+m) 4.25
rw a8 2−αd(1+m) −5.5
h a9 1−αd(1+m) −6.5
Mw0 a10 βd +αd(a(1+m)+m) 10.0
Cp a11 αd 3.0
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9 Appendix A: Derivation of steady-state molecular weight as a function of distance

For the molar polymer concentration, a mass balance applied to a control volume V with boundary A yields

∂
∂ t

∫

V
φCmol dV +

∫

A
Cmolup · n̂dA =

∫

V
φR(Cmol)dV , (11)

where n̂ is the outward-pointing unit normal vector to the surface element dA, u is the Darcy velocity in vector
form, and up = u/(1− IPV0). Dividing by IPV0 ensures that the correct polymer concentration is transported across the
boundary. In differential form, the above equation becomes

∂ (φCmol)

∂ t
=−∇ · (upCmol)+φR(Cmol) . (12)

The reaction term, given in units of pore volume concentration per time, is

R(Cmol) = frup ·Cmol . (13)

At steady-state, the volumetric concentration Cpol is constant throughout the radial model. For the molar concentra-
tion, we obtain

∇ · (upCmol) = φ · frup ·Cmol (14)

For radially symmetric flow we get

1
r
· d

dr
(rurCmol) = φ · frup ·Cmol (15)

Inserting ur = Q/(2πrh(1− IPV0) yields

Q
2πhr(1− IPV0)

· dCmol

dr
= φ · frup ·Cmol , (16)

and using that Mw =Cpol/Cmol we obtain

dCmol

dr
=−Cpol

M2
w
· dMw

dr
=

2πhrφ(1− IPV0)

Q
· frup ·Cmol , (17)

from which Eq. (9) follows. For the case of linear 1D geometry, we can repeat the above procedure to obtain an
identical kind of formula,

dMw

dx
=−Alφ(1− IPV0)

Q
· frup ·Mw , (18)

where Al is the constant, cross-sectional area of the core.
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10 Appendix B: Approximate analytical formulas for degraded Mw

Consider radial flow outwards from an injector at flow rate Q, in a homogeneous reservoir. Based on the derivations in
the previous section we see that at steady-state, the molecular weight as a function of radial distance r must satisfy Eq.
(9) in the main text, where frup is given by Eq. (5). The formula used for apparent viscosity in the simulation model is

η = ηs +(ηsh−ηs) ·ηel f

≈ (ηsh−ηs) ·ηel f

= ηs ·ηsp,sh ·ηel f

= ηs ·ηsp0 · (1+(λ1γ̇)x)−
n
x · (1+(λ2γ̇)x2)

m+n
x2 ,

(19)

where ηsp,sh =
ηsh
ηs
− 1 is the specific viscosity for the shear thinning part of the apparent viscosity, and ηel f is the

elongational viscosity factor. In the second line we have made an approximation by dropping the solvent viscosity term
in the expression for η . The zero shear specific viscosity, ηsp0, is calculated from a cubic polynomial in the product of
intrinsic viscosity and polymer concentration,

ηsp0 = [η ]Cp + k′[η ]2C2
p + k′′[η ]3C3

p , (20)

with the intrinsic viscosity obtained from the molecular weight via the Mark-Houwink equation,

[η ] = K ·Ma
w , (21)

for constants K and a. In terms of the introduced notation and the approximation introduced above, the viscosity
term in (4) becomes

ηαd ≈ ηαd
s ·ηsp0

αd · (1+(λ1γ̇)x)−
nαd

x · (1+(λ2γ̇)x2)
(m+n)αd

x2 . (22)

Next, since in the degradation regime γ̇ � 1, we assume that

(1+(λ1γ̇)x)−
n
x ≈ (λ1γ̇)−n , (23)

and

(1+(λ2γ̇)x2)
−m+n

x2 ≈ (λ2γ̇)m+n . (24)

The expressions for n, λ1 and λ2 are given by, respectively, equations 4, 21 and 30 in (Lohne et al., 2017). We
reproduce those equations here:

n = n(Mw) = 1− 1
1+(anKCpMa

w)
bn

, (25)

and

λ1 = λ1(Mw) = λa ·
ηsηsp0(Mw)Mw

CpT
, (26)

and

λ2 = λ2(Mw) =
1

N?
De
· 3

5Rg
· φ

1−φ
· ηsKMa+1

w

T
. (27)
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In the degradation regime, the main contribution to the viscosity is from the shear thickening part. Hence, to make
the analysis tractable we assume in the sequel that n is constant, i.e., independent of Mw. With all these approximations,
Eq. (22) reduces to

ηαd ≈ ηαd
s ·ηsp0

αd ·λ−nαd
1 ·λ (m+n)αd

2 · γ̇mαd

= ηαd
s ·η

αd(1−n)
sp0 · (λaηsMw

CpT
)−nαd · ( 3

5N?
DeRg

· φ
1−φ

· ηsKM1+a
w

T
)(m+n)αd · γ̇mαd ,

(28)

Furthermore, we only include the first term in the expression for ηsp0,

ηsp0 ≈ f1(Mw)≡ KCpMa
w . (29)

The last two approximations are the boldest, especially Eq.(29), however as we shall see, without them it is not
possible to integrate the degradation equation in terms of elementary functions. By combining Eqs. (4), (6), (9), (28),
and (29), we obtain

dMw

dr
≈−2πhrφ(1− IPV0)

Q
· (rdegηsKCp)

αd ·
√

φ
2kC
·
√

Rk(1− IPV0) · (
λaηsK

T
)−nαd

· ( 3
5N?

DeRg
· φ

1−φ
· ηsK

T
)(m+n)αd ·My

w · (
Ω
r
)αd(1+m) ,

(30)

with y given by

y = 1+βd +αd(a(1+m)+m) , (31)

and where we have defined Ω as the part of γ̇ that does not depend on r. From Eq. (2), using that u = Q/2πrh, this
means that

Ω =
4αcQ

2πh
√

8kφ
·
√

Rk

1− IPV0
. (32)

By collecting all terms other than Mw and r into a factor ζ , it is seen that we approximate the original problem by
the separable ordinary differential equation (ODE)

dMw

dr
=−ζ ·My

w · rw , (33)

with w = 1−αd(1+m). Let rd be the radius beyond which there is no more, or negligible, mechanical degradation.
By substituting γ̇ = Ω/r, and integrating from rw to rd , we get

∫ Mwd

Mw0

M−y
w dMw = Ω 1+wζ ·

∫ γ̇d

γ̇w

1
γ̇2+w dγ̇ , (34)

where Mwd = Mw(rd) is the steady-state molecular weight far away from the injection well, and Mw0 is the initial
molecular weight. From this it immediately follows that

1
1− y

· (M1−y
wd −M1−y

w0 ) =
−Ω 1+wζ

1+w
· (γ̇−(1+w)

d − γ̇−(1+w)
w ) . (35)

By virtue of the definition of rd , the shear rate γ̇d will be negligible compared with γ̇w. Thus, as a final approximation,
we will assume γ̇−(1+w)

d ≈ 0. This is justified by comparing with the actual simulation results in the radial grid. Finally,
by performing the necessary algebraic manipulations, one can show that
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Mwd

Mw0
≈ 1

(1+(y−1)χr)
1

y−1
, (36)

where χr is the following complicated expression:

χr = χ0 · (1− IPV0) ·Rk ·
φ 1+(m+n)αd

(1−φ)(m+n)αd
·Cαd

p ·T−mαd · rw ·My−1
w0 ·

γ̇αd(1+m)−1
w

k
, (37)

with

χ0 =
αc√

C
· 1

αd(1+m)−2
· rdeg

αd ·λa
−nαd · ( 3

5N?
DeRg

)(m+n)αd · (ηsK)αd(1+m) . (38)

For the particular choice of model parameters used in this paper (tables 1 and 2), we find that χr ∝ γ̇6.5
w
k . By inserting

the definition of γ̇w, and collecting equal terms, one can further reduce (37) to

χr = χ0 · (
αc√
2π

)αd(1+m)−1 ·Qa1 · ka2 ·T a3 ·φ a4 · (1−φ)a5 · (1− IPV0)
a6 ·Ra7

k · ra8
w ·ha9 ·Ma10

w0 ·Ca11
p , (39)

with the exponents given in table 4. We remark that the temperature dependence is not fully captured by the T -term
in Eq.(39), as we also have ηs = ηs(T ) and K = K(T ) in the term χ0. For very large χr, Eq. (36) becomes

Mwd

Mw0
≈ ((y−1) ·χr)

− 1
y−1 (40)

11 Appendix C: Alternative approximate equations

Returning to Eq. (28), let us approximate ηsp0 in a different way than in the development of Eq. (36). Let R denote the
ratio between the alternative formula and the original one, i.e.,

R≡ ηsp0

f1
=

ηsp0

KCpMa
w
. (41)

Then, from Eq. (28) it is clear that the right-hand side of Eq. (33) must be multiplied by a factor Rαd(1−n). Equiva-
lently, when integrating the Mw and r terms, the integrand on the left-hand side of Eq.(34) must be multiplied by a factor
Rαd(n−1).

11.1 Power-law

If the factor R is proportional to a power of Mw, the integration can be performed in exactly the same way as before, and
we end up with the same kind of formula as (36). The only difference is that the definition of χr must be modified with
an extra prefactor, in addition to changing the exponent y. For instance, we can assume that ηsp0 ≈ f3, where f3 is the
third order term in Eq. (20). An example of using the latter assumption is shown in the left plot of figure 4 (green curve).
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11.2 Including both the first and the third order term in ηsp0

Another possibility is to improve the approximation of the cubic formula by only disregarding the quadratic term (which
makes the smallest contribution). In this case, we get

Rαd(1−n) =
f1 + f3

f1
= 1+

f3

f1
= 1+ k′′K2C2

pM2a
w ,

resulting in the approximate equation

∫ Mwd

Mw0

(1+BM2a
w )αd(n−1) ·M−y

w dMw = Ω 1+wζ ·
∫ γ̇d

γ̇w

1
γ̇2+w dγ̇ , (42)

with B = k′′K2C2
p. Substituting u = B ·M2a

w , we transform the integral on the left-hand side to

B
y−1
2a

2a

∫ ud

u0

(1+u)C ·uD du

with C = (n−1)αd , D = (1− y−2a)/2a, u0 = B ·M2a
w0, and ud = B ·M2a

wd . This definite integral may be expressed
in terms of the Gaussian hypergeometric function 2F1,

B
y−1
2a

2a
· uD+1 · 2F1(−C,D+1;D+2;−u)

D+1

∣∣∣∣
ud

u0

,

The left-hand side of equation (42) now becomes

M1−y
w · 2F1((1−n)αd ,

1−y
2a ;(2a− y+1)/2a;−BM2a

w )

1− y

∣∣∣∣∣

Mwd

Mw0

.

If we denote the hypergeometric function evaluated at the upper and lower limits by, respectively, Fd and F0, we
obtain the following approximate relationship:

M1−y
wd ·Fd−M1−y

w0 ·F0 ≈
(1− y)Ω 1+wζ

1+w
· γ̇−(1+w)

w . (43)

To isolate Mwd we need to compute the inverse of 2F1, which we do by numerically solving the implicit equation
(43).

12 Appendix D: Numerical integration

As documented in the main text, the use of Eq. (36) underestimates the amount of degradation. This is in large part due
to neglecting the third-order term in Eq. (20). The assumption of a constant Carreau-Yasuda exponent n also explains a
part of the disrepancy between simulation and calculation. This can be verified by performing numerical integration of
Eq. (9). Tracing through the various definitions, one can show that the integral we need to solve is

dMw

dr
=−2πhφ(1− IPV0)Ω αd

Q
√

2C
·
√

φ
k
·
√

Rk(1− IPV0) · (rdegηs)
αd · r1−αd ·ηαd

r ·M1+βd
w , (44)

where the relative apparent viscosity ηr is given by

ηr = 1+ηsp0 · (1+(λ1γ̇)x)−n/x · (1+(λ2γ̇)x2)(m+n)/x2 . (45)
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Numerical integration was performed using Python’s odeint function, which is essentially a wrapper to the LSODA
solver in the FORTRAN library odepack. According to the online documentation (SciPy.org, 2018), the integrator
switches automatically between nonstiff (Adams) and stiff (backwards differentiation formulas, BDF) methods, de-
pending on information available at the end of each integration step. See, e.g., Petzold (1983) for more details regarding
this method.

13 Appendix E: Linear geometry, and approximate scaling relationships

The procedure used to derive Eqs.(36) and (44) may also be applied to the case of linear 1D geometry by using Eq. (18).
Let MwL denote the steady-state molecular weight at x = L. By making the same assumptions as before, one can show
that

MwL

Mw0
≈ 1

(1+(y−1)χl)
1

y−1
, (46)

where χl is similar to χr (not shown here). As a further test of the derived analytical expressions, we conducted
a new series of simulations, this time in linear geometry at the core scale. For each simulation, the core permeability
was chosen to be the same as in a corresponding radial case, and the flow rate was selected so that γ̇l = γ̇w, where γ̇l
is the in-situ shear rate in the core. The L = 7cm core was discretized into 100 grid blocks, i.e., with a constant grid
spacing ∆x = 0.7mm. Figure 13 shows a comparison between the numerical integration results, and values obtained
from the explicit first order formula and the simulations. As discussed in the main text, the approximate formulas tend
to overpredict Mw. For the core scale simulations, very good agreement between simulation and numerical integration
was obtained, the maximal relative error being less than 1 %.
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Fig. 13 Left plot: Simulated and calculated molecular weight at the exterior grid boundary, plotted versus the exact solution (numerical
integration, Eq.(44)). The red triangles are obtained from the analytical formula, Eq.(36), while the the blue circles represent the simulations.
Right plot: Simulated and calculated molecular weight at the core effluent for a series of linear simulations, plotted versus the exact solutions.

Note that under the assumptions used to derive Eq. (46), the model predicts an approximate power-law scaling for
Mw as a function of distance in linear flow, all else being equal. Specifically, if the constant 1 can be neglected in the
denominator, we have

MwL

Mw0
∝ Lω , (47)
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with ω = 1−y =−0.1 in the present case. If approximating ηsp0 with the third order term rather than the first order
term (section 11.1), a slighly different exponent is obtained, but power-law scaling was seen for all considered cases in
which degradation was substantial.
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Abstract
The flow of non-Newtonian fluids in porous media is important in medical science (e.g., for understanding blood

flow through organs and tissue), and in engineering applications such as drilling, recovery of hydrocarbons, and soil
remediation. In this paper, we investigate the transport properties of polymer molecules in the presence of varying
salinities, and involving large pore scale heterogeneities. This has practical implications within the field of petroleum
science, because polymer flooding and low salinity water injection have independently been proposed as ways to enhance
the oil production. By combining the two methods, less chemicals will be needed to obtain a desired target viscosity
within the reservoir, which has both economic and environmental benefits. However, before commencing on such a
combined injection scheme, an important question to ask is whether the polymer could be transported differently through
the reservoir than co-injected ions?

To investigate this question, we present results from corefloods that were performed in an artificially constructed
porous medium with multiple levels of porosity. Two different NaCl concentrations were selected to represent, respec-
tively, a high salinity formation water and a low salinity make up brine for the polymer. A novel laboratory setup was
designed, that allowed for bulk electrical resistance to be recorded along six successive sections of the core; this provided
a measure of how the salinity front moved through the medium. On the other hand, polymer transport was monitored
with differential pressure measurements.

Our results clearly show that, though a substantial part of the pore space was inaccessible to the large polymer
molecules, it contributed as a source (and sink) of ions, and thus greatly influenced the rheological behavior of the
flowing polymer solution. A numerical simulator, IORCoreSim, was used to interpret the findings. The model is capable
of describing different rheological flow regimes of the polymer: (i) apparent shear thinning, (ii) shear thickening, and
(iii) mechanical degradation. We were able to match both breakthrough of ions at the effluent, as well as the resistance
measurements, by using a Multiple-Rate-Mass-Transfer (MRMT) model. Moreover, by making the polymer solution
viscosity salinity dependent, we were able to match transient pressure drops across the core. The simulations revealed
that the polymer front moved much faster through the medium than the simultaneously injected ions.

Based on our results we can say that, if a porous medium has a significant volume of micro porosity (i.e., pores not
accessible for the polymer to flow in), then a pre-flush with a low salinity brine is needed in order for the polymer slug
to keep its designated viscosity.
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1 Introduction

Polymer flooding is a promising method of enhanced oil recovery (EOR) that has received a lot of attention during
the last decades. The rationale for injecting polymer molecules into the reservoir is well known: it lowers the water
phase mobility, which can lead to a better sweep, and hence to a more efficient oil production (Sorbie, 1991). However,
despite a long term interest in the method, few offshore polymer floods have been reported (Sheng et al., 2015). A major
reason for this is the complicated flow behavior of polymeric liquids inside porous media, such as their non-Newtonian
character (Bird et al., 1977; Lohne et al., 2017).

Recently, the suitability of various EOR methods for application on 27 fields on the Norwegian Continental Shelf
(NCS) was evaluated by experts from Imperial College, London. Their obtained conclusion was that a combination
of low salinity waterflooding and polymer injection holds the greatest technical potential (Norwegian Petroleum Di-
rectorate, 2018). To be able to simulate such EOR processes accurately, and thus gain more insight into the practical
feasibility of the method, it is important to understand how the transport behavior of water molecules and ions may
differ from that of the polymer. For instance, the macroscopic velocity of polymer molecules may, under certain cir-
cumstances, be significantly larger than that of simultaneously injected molecules of smaller size. This difference can
become quite pronounced in certain types of porous media, and it has commonly been explained by invoking the notion
of inaccessible pore volume, IPV (Sorbie, 1991). One way that the IPV phenomenon can come about is when a subset
of pores is practically impenetrable to the macromolecules, at least on the time scale of interest (Dawson and Lantz,
1972). Another fact that needs to be accounted for in reservoir simulators is that the rheological behavior of polymer
solutions can be very salt-sensitive. This is especially the case for the large molecular weight flexible polymer types that
have received the most scrutiny in the experimental petroleum literature.

The goal of this paper was to study the above-mentioned factors in more detail. To this end, we considered a set
of corefloods that were performed in sandpacks made up of synthetic silica gel sand. For the experiments in question,
the individual sand grains had an internal porous structure, with a significant fraction of the total pore space occupied
by intragranular pores on the nanometer scale. Corefloods both with and without polymer were carried out, and two
different concentrations of sodium chloride (NaCl) were employed for the initial and injected brines. A novel laboratory
setup was designed that allowed for bulk electric resistance to be measured along successive sections of a core, thus
providing information about moving salinity fronts within the medium. Other types of experimental datapoints were also
gathered: differential pressure recordings and, in one instance, a chloride breakthrough curve. Some of the experimental
results have previously been presented at a conference (Ringen et al., 2016). Here, we report more of them, along with
a numerical interpretation. For the theoretical work, we made use of an in-house simulator, IORCoreSim, that has been
specifically developed to model core scale transport of IOR chemicals in porous media (Lohne, 2017).

The remainder of the paper is organized as follows. We start by describing the laboratory setup in more detail (sec-
tion 2). Next, we introduce the mathematical approach taken to model the corefloods (section 3). Selected experimental
findings are presented in section 4, along with simulation results, and these form the basis for the ensuing discussion in
section 5. We end the paper with a summary, and some concluding remarks.
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Fig. 1 Resistivity setup. The column consisted of six glass sections connected by metal joints, both of which were in direct contact with the
sand and the fluids. The electrical measurements were obtained by using a programmable, automatic RCL meter of type Fluke PM 6304.

2 Experimental design

2.1 Fluids

A synthetic polymer of type Flopaam 5115SH, manufactured by SNF, was used for the experiments. This is an acrylamide-
acrylate-ATBS terpolymer with a 15% fraction of ATBS (2-acrylamido-terbutylsulfonic acid). Compared with partially
hydrolyzed polyacrylamide (HPAM) polymers, ATBS-based polymers tend to be less sensitive to temperature, as well
as more tolerant to salinity effects such as high divalent ion content. They are also less prone to mechanical degradation
(Thomas et al., 2012; Stavland et al., 2013).

Table 1 shows the different brines used in this study. The notation introduced in the table will be employed through-
out the paper.

2.2 Corefloods

Corefloods were performed in glass columns packed with synthetic mesoporous silica gel sand: Sigma-Aldrich 60741
Fluka, with reported grain particle sizes in the range 63-200 µm, 470-530 m2 g−1 surface area, and an internal pore
volume of 0.7-0.85 mlg−1 sand. The total porosity was estimated from the volume needed to fill the columns with
water (after subtracting out the tubing volume). In all cases, it was very high, close to 80 %. Based on experimentally
determined masses of sand, initial estimates for the column macroporosities were in the range 39-46 %, meaning that a
substantial fraction of the pore volume was inside the grains.

During any particular coreflood, the column was placed in a vertical position, and brine with or without polymer was
injected from the top by employing a Quizix QX-6000 pump (Amatek Chandler Engineering), using a constant flow rate
boundary condition. A differential pressure transmitter was set up to record the pressure difference across the column
as a function of time. When polymer was injected, an additional pressure transmitter was mounted across a horizontal
capillary tube connected to the outlet end, and thus functioned as a rheometer to monitor the effluent polymer viscosity.
A backpressure regulator was set up at the end of the system. It was kept at 3 bar.

Resistance measurements were taken across six different portions of the core, and were used for tracking the salinity
front. The setup is illustrated in figure 1. Note that in the actual experiments, there were a few variations in the geometry
compared to what is indicated by the figure.

Data from two separately packed columns are reported in this paper, hereafter referred to as Column 1 and Column
2, respectively (table 2). The coreflood conducted in Column 1 did not involve polymer. In this experiment, the column
was initially filled with a B35 solution, which was subsequently replaced by a lower salinity B10 brine. The flow rate was
Q = 1mlmin−1 in the beginning, but was doubled after less than ten minutes. In addition to tracking in-situ electrical
resistance, the chloride breakthrough curve was measured by periodically collecting effluent samples, and performing
titration with silver nitrate (AgNO3). More than 2.5 total pore volumes (PVs) of water were injected (i.e., accounting
for both inter- and intragranular pores).

Selected experimental results from Column 2 are also provided. Several successive corefloods were performed in
this system, both with and without polymer. In the first run through the column, following the initial filling by brine, the
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absolute permeability of the medium was estimated. Then followed the injection of a P10 polymer solution to replace
a higher salinity B35 solution, at a flow rate of Q = 0.3mlmin−1. After displacing the B35 brine, polymer injection
was continued at a sequence of different flow rates, until more than four PVs had been flooded through the system.
For comparison purposes, a second ’re-run’ polymer injection experiment was also initiated. This second low salinity
polymer flood was performed following several periods of flow cessation, and after having flushed out the previously
injected polymer for some time. Compared with the first period of P10 injection, the experiment was aborted much more
quickly. Only a single flow rate was employed in this case, again 0.3 mlmin−1.
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3 Mathematical model

IORCoreSim is a standard finite-difference reservoir simulator, implemented using a black-oil type fluid approach, but
with extended options to include a variety of EOR mechanisms. Below, we describe aspects of the numerical implemen-
tation that were especially relevant for this study.

3.1 Mass transfer model

Fluid transport was modelled in 1D. In the standard IORCoreSim implementation, component transport is described by
the classical Advection-Dispersion-Equation (ADE). However, for this work a modification was made to the code by
introducing the Multiple-Rate-Mass-Transfer (MRMT) model as an option to describe solute transport. The transport
equations used in this approach are (Haggerty and Gorelick, 1995)

∂ (φmCm)

∂ t
= L (Cm)+

Nim

∑
j=1

α j(C
j
im−Cm) (1)

∂ (φ j
imC j

im)

∂ t
= α j(Cm−C j

im) , j = 1, . . . ,Nim , (2)

with the advection-dispersion operator for the mobile domain given by

L (Cm) =
∂
∂ z

(φmD?
m

∂Cm

∂ z
)−u

∂Cm

∂ z
, (3)

and where the meaning of the different terms is provided in table 3. The effective diffusion coefficient D?
m is a sum of

molecular diffusion, and a hydrodynamical dispersion term. Generally, the latter term is a tensor, but for 1D flow it is
usually assumed a scalar proportional to the mean advective velocity (Perkins and Johnston, 1963):

D?
m =

Dmol

τ
+λd · v . (4)

The MRMT model was implemented numerically using operator splitting. At a given transport timestep ∆ t, first
advection and dispersion were handled in the macropores, while ignoring mass exchange with the immobile zones.
Then, we set L (Cm) = 0, and Eqs. (1) and (2) were discretized and solved for a set of subtimesteps adding up to ∆ t.

3.2 Polymer model

A comprehensive model for polymer flooding is available in IORCoreSim, and was used for the theoretical work pre-
sented in this paper. A thorough presentation of the polymer model can be found in Lohne et al. (2017). However, we
repeat here that in the simulator, the intrinsic viscosity [η ] of a polymer solution is assumed to scale as

[η ] = [η ]re f ·C−αs
S , (5)

where [η ]re f = K ·Ma
w is a reference value, CS =Cm is the NaCl concentration (effective salinity), and αs is a fitting

exponent.
Both the depletion layer mechanism and polymer adsorption was neglected in the presented simulations. To represent

the polymer size exclusion effect due to microporosity, a different approach was taken than previously (Lohne et al.,
2017). Herein, the MRMT model was employed to describe transport of salt, while polymer transport was described by
the classical ADE equation, using the porosity φm of the macropores. Then, the (constant) IPV factor becomes
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IPV = 1− φm

φt
. (6)

It is remarked that when the effect of inaccessible pore volume is captured in this way, the apparent shear thickening
viscosity predicted by the simulator becomes dependent on IPV . This is because the time constant λ2 used to compute
the elongational viscosity factor becomes a function of the macroporosity. According to Eq. 30 of Lohne et al. (2017):

λ2 =
1

N?
De
· 3

5Rg
· φm

1−φm
· ηs[η ]Mw

T
∝

φt(1− IPV )

1−φt(1− IPV )
. (7)

It makes intuitive sense that λ2 should also depend on IPV , because a lower available pore space for polymer will
reduce the average residence time of the polymer in the flow field, and thus alter the balance between the polymer
relaxation time and residence time.

3.3 Petrophysical model

Bulk electrical conductivity σb, and hence resistivity ρb, is linked not only to the ionic composition of the pore fluid, but
also depends on the structure of the porous medium, such as the degree of pore connectivity, and the sizes and shapes
of the grains (Sen et al., 1981; Mendelson and Cohen, 1982). In some situations, flow of electricity at the solid-fluid
interface may also play an important role (Revil and Glover, 1997). Here, we will assume that surface conduction can
be neglected, and thus we calculate σb from Archies law

σb =
1
F
·σ f , (8)

where σ f is the fluid conductivity, and F is known as the formation factor. In Archie’s original empirical work (Archie,
1942), the formation factor was taken as a power-law in porosity, F = φ−q. Fitted exponents are typically found to be in
a relatively narrow range close to q = 2.0, but higher values have also been reported, particularly for carbonates, which
tend to have a less well-connected pore network (Dullien, 1992; Glover, 2009).

For rocks with widely varying pore sizes, such as the presently studied case, the simple form of Archie’s law may
prove inadequate to describe the effective conductivity of the system. Still, as a first approximation, we have applied Eq.
(8), but with the proviso that only the fluid in equilibrium with the macropores conduct electricity.

As a simple way to model the electrical resistance across a section, we assumed the individual grid blocks to con-
tribute in a series resistor fashion. Letting Zi denote the resistance of section i (i = 1,2, . . . ,6), we then compute

Zi =
ni

2

∑
k=ni

1

Zk =
ni

2

∑
k=ni

1

1
σ k

b
· Lk

Ak
, (9)

in which ni
1 and ni

2 are the cell indices of the first and last grid block representing section i, σ k
b is the bulk conductivity

of cell number k, and Lk = ∆z and Ak = ∆x ·∆y are the geometric dimensions of the relevant grid blocks.
Fluid conductivities were computed using an empirical correlation found in the literature (Tiab and Donaldson,

2012). In the concentration range of interest, the formula predicts a linear relationship between σ f and the NaCl con-
centration, which is in accordance with experimentally determined fluid conductivities (table 4).
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4 Results

This section mainly contains experimental and simulation results; the main discussion of the results will be postponed
until section 5.

4.1 Column 1: Low salinity water replacing high salinity water (B35→ B10)

Experimental findings for Column 1 are provided in figures 2 and 3, and are compared with simulations: Figure 2 plots
effluent concentrations versus time, while bulk electrical resistance measurements are plotted in figure 3. Both types
of data have been normalized, in a way that indicates whether the absolute values increased or decreased during the
experiment. This will be the convention throughout the paper, unless otherwise is specifically noted.
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Fig. 2 Normalized effluent NaCl concentration, C = (CNaCl−Cin j)/(Cinit −Cin j), for an experiment without polymer (blue circles). In the left
plot, simulation results from both an equilibrium model (dotted lines) and an MRMT model (solid lines) are displayed. In the right plot, the
data have been replotted on a logarithmic y-axis, and only the latter simulation profile is shown.

Assuming a macroscopically homogeneous medium, the ionic transport through Column 1 cannot be explained by
a single continuum model that accounts for advection and Fickian dispersion (figure 2, dotted line). This is because of
the lack of an observed S-shape in the effluent concentration profile, which is a defining characteristic of such dispersion
processes (Dullien, 1992). For comparison purposes, the NaCl transport was therefore additionally simulated using an
MRMT model, in which it was assumed that a small fraction of the intragranular pore volume exchanged mass at a
much slower time scale (table 7).

This was also done for the experiments in Column 2. For all simulated curves plotted in this section, the single
continuum (equilibrium) model is represented by dotted lines, while MRMT model results are shown as solid lines.

4.2 Polymer rheology

Polymer solutions are non-Newtonian fluids, i.e., with a flow resistance that depends on the local shear rate. When
characterized in a rheometer, shear thinning is commonly observed. In IORCoreSim, this behavior is modelled by the
Carreau-Yasuda equation (Bird et al., 1977),

η = ηs +(η0−ηs) · (1+(λ1γ̇)x)−n/x , (10)
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Fig. 3 Normalized bulk resistance, Z = (Z−Zinit)/(Zin j−Zinit), for an experiment without polymer (circular scatter points). Left plot: Com-
parison between experiment and simulation when using using the equilibrium model for mass transport (dotted lines). Right plot: Comparison
between experiment and simulation when using using the MRMT model for mass transport (solid lines).

with η0, λ1 and n further described by the equations presented in Lohne et al. (2017). Moreover, for the polymer em-
ployed in this study, the viscosity was clearly sensitive to the ion content of the brine: a lower viscosity was measured
when the NaCl concentration increased, which can be understood as due to electrostatic screening of charges distributed
along the polymer chain backbone. The shear thinning model was fitted to bulk vicosity data for the end point P10 and
P35 brines (figure 4). A single set of input parameters was used to generate both curves; as described previously, the
salinity-dependence was captured by computing intrinsic viscosities of the solutions from the respective NaCl concen-
trations (table 1). The experimental curves show some deviations from the model, especially at low and high shear rates.
However, it is often the case that these values are less reliable, due to several experimental artifacts that may occur at
such rates (Ewoldt et al., 2015).

Input parameters to the shear thickening part of the IORCoreSim model were selected based on recorded steady-state
values of the potential pressure drop across the column, ∆P+ρgL. These parameters were somewhat more uncertain
(see section 5.5).

4.3 Column 2, Experiments 1 and 4: Low salinity polymer replacing high salinity water (B35→ P10)

For the two P10 injection experiments, measured pressure drops are shown in figure 5. The left plot only shows ∆P
across the column, while the right plot additionally displays the pressure drop ∆Pcap across the capillary tube (on a
separate y-axis). Resistance data for the initial part of the first polymer flood are exhibited in figure 6. In both figures,
simulated profiles are shown as well.

For the polymer floods, the match between model and data was not as good as for ordinary waterflooding. It is noted
that the simulated resistance curves started to deflect earlier than the experimental ones. The same kind of behavior was
also visible from the ∆Pcap signal, in that the calculated pressure drop curve was more spread out at ∼ 1 PV than what
was observed (figure 5, right plot).

4.4 Column 2, Experiment 3: High salinity water replacing low salinity water (B10→ B35)

Subsequent to the first polymer flood, a duration of B10 injection followed, after which the core was again filled with
B35 brine. This was done to prepare for the second polymer flood (i.e., the orange curves in figure 5). Figure 7 shows
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Fig. 4 Polymer bulk viscosity measured in a rotational cone-and-plate rheometer (Anton Paar Physica MCR301). The solid lines represent the
IORCoreSim simulation model (shear thinning apparent viscosity).
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Fig. 5 Measured and simulated differential pressures, ∆P = Pout −Pin (corrected for gravity), when a P10 solution was injected to displace
a B35 solution. Left plot: Simulated (black lines) versus experimental (blue and orange lines) ∆P. Right plot: A zoomed in version of the
left plot, highlighting the initial period when the flow rate was Q = 0.3mlmin−1. Also shown are registered pressure drops ∆Pcap across the
capillary tube that was connected to the effluent (secondary axis). The solid line in this plot was obtained by combining the IORCoreSim shear
thinning model with the Hagen-Poiseuille law for the tube, using simulated effluent concentrations.

resistance profiles for this period, during which the direction of salinity change was the opposite of previously. It is seen
that both transport models provided acceptable fits to the data in this case, the differences between the two predictions
being very small.
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Fig. 6 Normalized bulk resistance, Z = (Z−Zinit)/(Zin j−Zinit), when a P10 solution was injected to displace a B35 solution. The flow rate for
this part of the experiment was Q = 0.3mlmin−1. Left plot: Comparison between experimental data (circles) and the two different simulations.
Right plot: Only the simulation results.
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Fig. 7 Normalized bulk resistance, Z = (Z− Zin j)/(Zinit − Zin j), when a B35 solution was injected to displace a B10 solution, in-between
successive polymer floods. The left plot shows comparison between experiment and simulations, while the right plot only displays the modelled
resistance curves. The flow rate was in this case Q = 1mlmin−1.

4.5 Column 2, Experiment 5: High salinity water replacing low salinity polymer (P10→ B35)

Figure 8 exhibits another case in which the injected solution had the highest salinity. However, in this case, polymer was
also present initially, meaning that a a low viscosity solution was injected to displace a high viscosity one. The viscosity
contrast resulted in an unstable flow situation, as clearly evidenced by the shapes of the resistance profiles, especially
for sections 5 and 6.
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Fig. 8 Normalized bulk resistance when an initial P10 polymer solution was replaced by a higher salinity B35 brine. Comparison between
experimental data (circles) and the two different simulations. The employed flow rate was Q = 0.3mlmin−1.
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5 Discussion

As already mentioned, to rationalize the experimental findings, the NaCl transport was simulated using a MRMT model,
i.e., by combining Eqs. (1), (2), (3), and (4), with the sum of the immobile porosities representing the fraction of the
total pore volume that resided inside the grains. Two compartments were used to represent the intragranular pore volume
(Nim = 2), but most of it was assumed to be in equilibrium with the fluid in the macropores at all times, which was
ensured by using a large value for the mass transfer rate, α1 > 1. Only a very small fraction was assumed to exchange
mass at a much slower time scale (table 7). Effectively therefore, the transport of ions was modelled by a single-rate
mobile-immobile model (MIM) (Van Genuchten and Wierenga, 1976), but with a very small immobile porosity.

As is clear from the solid line in figure 2, the addition of non-equilibrium behavior improved the match between
the simulated and measured breakthrough curve. Thus, one way to understand the observations is that there was a slow
release of high saline water from a small fraction of the pores into the more rapidly flowing stream. The exact reason for
why this assumption was needed is unclear. It is speculated whether the behavior could have been caused by restricted
diffusion into and out of the very smallest pores inside the grains. Another contributing factor might be adsorption and
desorption of ions.

Alternatively, there could have been significant macroscopic heterogeneities present in the sand packs. To investigate
this possibility, preliminary 2D (radial) simulations where conducted, in which it was assumed that a thin layer close to
the column walls had a∼ 20 % lower permeability than the middle part. If diffusion was ignored in the simulations, it was
indicated that such an assumption might be able to explain the observations. However, when diffusion was included, the
concentrations in the two layers were rapidly equalized, yielding only small differences from the simulations assuming
a homogeneous core. Thus, while heterogeneity should still be considered a plausible hypothesis, it was not found
straightforward to reproduce the experimental data with such an approach.

5.1 Calibrating the transport model based on the Column 1 low salinity waterflood

Input parameters to the transport model for Column 1 were selected based on obtaining a satisfactory visual match with
the effluent chloride breakthrough curve. The values thus selected for the mass transfer coefficient α2 and the dispersivity
coefficient λd were subsequently used as input to simulate the Column 2 corefloods (table 7).

Note that, in IORCoreSim, some smearing of the salinity front will occur purely as a consequence of numerical
diffusion (Lantz, 1971). To fit the model to the data, it is important that the contribution due to numerical dispersivity is
lower than the observed amount of dispersion. With the chosen grid resolution (∆z = 1mm, for the vast majority of grid
blocks), roughly one third of the effective longitudinal dispersivity could be accounted for by errors in the numerical
approximation (table 7).

5.2 Interpreting the electrical resistance data during waterflooding

For the corefloods not involving polymer, the MRMT model also provided decent fits to the electrical resistance data.
This was true both when a low salinity B10 solution was injected to displace a higher salinity B35 solution (figure 3),
and when the direction of salinity change was reversed (figure 7). It was conjectured that the shapes of the resistance
curves could be have been influenced by the dimensions and/or placement of electrodes used to measure the resistance.
However, direct numerical simulation of the steady-state electrical transport problem revealed a negligible impact of
such factors (not shown here).

It is worth pointing out some noticable differences between the two cases without polymer (figure 9, left plot). First,
the late-time tails that were seen in the low salinity injection case more or less disappeared when the salinities were
switched. Second, and more importantly, the electrical signal showed an earlier response in the high salinity injection
experiment. It is noted that the time shift between the two sets of curves increased with distance from the inlet, meaning
that it was largest for section 6, and smallest for section 1. The latter observation can be understood as a consequence of
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salinity mixing within the porous medium. For the idealized case of a piston displacement, both sets of resistance curves
should look the same, if plotted versus injected volume on the time axis. However, the introduction of dispersion in the
macropores creates a mixing zone, the length of which increases with the square root of time (Lake, 1989). For 1D flow,
the effective conductivity across a spatial interval is essentially the harmonic average of local conductivities. Therefore,
since the relation between fluid resistivity (inverse of conductivity) and salinity is non-linear, the electrical resistance of
a section will be sensitive to the direction of salinity change. Locally, we have a mathematical relationship of the form

ρ f = 1/σ f =
1

k1 ·CS + k2
, (11)

where CS is the NaCl concentration, ρ f is the corresponding fluid resistivity, and k1 and k2 are constants. The
fluid resistivity changes more slowly when going from a high salinity to a low salinity, than when the fluid transport
occurs in the opposite order (figure 9, right plot). These observations show that, though performing electrical resistance
measurements can be a useful way to track salinity fronts within the porous medium, numerical simulation studies may
be needed to fully understand the relation between concentration and resistance.

Similarly, in the model, the impact of non-equilibrium mass exchange will also depend on which brine was present in
the column initially. From figure 9, it is seen that the MRMT model predicts pronounced late-time tails in the resistivity
curves in the low salinity injection case, but that they virtually disappear for the high salinity injection experiment.
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Fig. 9 Left plot: Normalized bulk resistance for two different simulated scenarios: 1) B10 replacing B35 (solid lines), and 2) B35 replacing
B10 (dashed lines). Both sets of curves have been normalized to go from zero to unity, regardless of the actual direction of salinity change.
Right plot: Measured fluid resistivities (circles)

5.3 Interpreting the transient pressure data during low salinity polymer injection (Column 2)

For the first pore volume of P10 injection, the transient pressure drop response across the core could be divided into two
distinct periods, after which a stable plateau value in ∆P was reached (figure 5):

1. An initial period of linear increase in ∆P starting from t = 0 and continuing until a dimensionless time T1
2. A second period of linear increase, but with a different slope than before, lasting until a time T2 ≈ 1 PV

The critical times T1 and T2 are marked by vertical grey lines in the right plot of figure 5. The observations are
interpreted as a combined effect of a) polymer inaccessible pore volume, and b) salinity-dependent polymer solution
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viscosity. Specifically, during the initial transient period the polymer was predominantly transported through the macro-
pores, while the co-injected ions were small enough to enter the pore volume internal to the silica grains. In other words,
the injected polymer mixed with the already present B35 brine, while the injected salinity front lagged behind. This
resulted in the establishment of two separate fronts moving through the medium, with a marked time separation between
them: the P35 solution reached the column effluent first, and then the P10 solution arrived at the outlet some time later.
The conclusion is corroborated by looking at the pressure drop ∆Pcap measured across the capillary tube, which exhib-
ited two sharp increases in pressure at the relevant times. At time T1, ∆Pcap rose to a value slightly below ∼ 30mbar,
which corresponds to the shear thinning viscosity of the P35 solution at the given apparent shear-rate in the tube (cor-
rected for the non-Newtonian velocity profile by applying the Weissenberg-Rabinowitsch correction (Bird et al., 1977)).
Similarly, around T = 1 PV , ∆Pcap increased again, to a value which is representative of the P10 polymer solution. That
the salinity front lagged behind the polymer front was also clear from studying the electrical resistance measurements.
For instance, at the time of polymer breakthrough, the salinity front had still not reached the last two resistance sections,
as can be seen by comparing the left plot of figure 6 with the right plot of figure 5.

The experimentally observed trend is well reproduced by the IORCoreSim model. Moreover, based on the simu-
lations, analytical expressions can easily be derived for the slopes of the ∆P versus T curve, as long as the diffusion
and dispersion part of the transport model can be neglected, and assuming no mechanical degradation of polymer (this
was not observed experimentally). By treating the experiment as a sequence of piston displacements, in which ions are
advected through the whole pore volume while polymer only has access to the macropores, the 1D Darcy Law may be
integrated, and subsequently differentiated with respect to time, to yield

d∆P
dT

=
QL
kA
· (η10−η35 +

η35−ηs

1− IPV
) (12)

for times T ≤ T1, and

d∆P
dT

=
QL
kA
· (η10−η35) (13)

for T1 < T ≤ T2. In the above equations, η10 is the apparent viscosity of the P10 polymer solution at the given flow
rate of Q = 0.3mlmin−1, η35 is the apparent viscosity of the P35 solution, while ηs denotes the viscosity of the brine
that was initially residing in the core. Equations (12) and (13) describe how the slope of the modelled ∆P versus T curve
is a function of gradients in apparent viscosity inside the medium. Before polymer breakthrough, the slope is a sum of
two different terms, one representing the viscosity difference between the low and high salinity polymer solutions, and
one that accounts for the difference between the P35 solution and the pure NaCl brine. After polymer reaches the outlet
at T1 = φm/φt , only the former term contributes, thus lowering the slope. Eventually, all of the core will be filled with
the P10 solution, whereby the pressure drop stabilizes until the flow rate is changed.

5.4 Interpreting the electrical resistance data during polymer flooding

When polymer was injected alongside low salinity water, the theoretically calculated resistance curves gave a poorer
match with the data than before. As already commented, the simulations showed clear deviations from the experimental
curves, which appeared to be steeper than for ordinary waterflooding (figure 6, left plot). Obviously, the presence of
polymer in the macropores should enhance flow of ions in the grains. It was first speculated whether this mechanism
could be responsible for the noted disrepancy between theory and data. However, as the very small pore sizes involved
yield extremely low permeabilities inside these pores, this does not seem realistic.

Instead, perhaps the behavior can be related to a reduction in macroscopic dispersion? As already noted in sec-
tion 5.3, breakthrough of the injected low salinity polymer solution did not occur until T ∼ 1 PV , because the salt front
lagged behind the polymer front. Since the trailing P10 solution had a higher viscosity than the leading P35 solution, it
is possible that the amount of dispersion associated with the arrival of the second front was reduced as a consequence
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of suppressing macroscopic viscous fingering (Homsy, 1987). Such an explanation was also suggested by Nilsson et al.
(1997).

When a B35 solution was injected to displace a P10 brine, clear evidence of viscous fingering was detected (figure 8).
Because of the IPV effect, the polymer would not be expected to see the injected salt solution, instead being pushed
out of the core by a B10 brine. Again, two fronts would we moving through the medium. In this case, the observations
are clearly linked to the unfavourable viscosity gradient that existed near the leading front, i.e., the difference between
the B10 and P10 brines. However, in theory the lagging front should show signs of a stable displacement, because the
displacing NaCl solution had the highest salinity. The irregularity of the displayed resistance curves even at late times
suggests that the initially developing fingers must have propagated backwards towards the core entrance during the
experiment.

As is clear from figure 8, the effects of viscous fingering cannot be described with the 1D modelling approach taken
in this work.

5.5 Challenges when modelling the polymer experiments

When attempting to history match the Column 2 experiments, the registered pressure drop before initiation of polymer
flooding did not accord with the theoretically expected value at t = 0 (based on the estimated water permeability). The
raw data was therefore adjusted downwards with a constant factor, ∆Pcorr = 64.6mbar. However, when this was done for
all times t > 0 during the long term polymer injection experiment, the values of ∆P+ρgL became negative, a physical
impossibility. As a consequence of these and other uncertainties, both in terms of accuracy and availability of data, the
selected input parameters to the polymer model must be regarded as uncertain. In particular, there was insufficient data to
determine the shear thickening parameters with a high degree of confidence. There is also the question as to whether an
additional salinity-dependence should be incorporated into this part of the model. In Lohne et al. (2017) it was indicated
that a less pronounced shear thickening effect can be expected at lower salinities. However, no explicit model for this
salinity dependence has so far been thought of, and in the present work a set of constant input parameters were used,
regardless of the value of the NaCl concentration.
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6 Summary and conclusions

Sodium chloride brines with and without dissolved polymer molecules were injected into columns packed with porous
silica gel sand. For the system under consideration, the total porosity was exceptionally high, approximately 80 %, but
with a large portion of the pore volume residing inside the grains. It was observed that the polymer moved much faster
through the sand packs than co-currently injected ions, which was shown to be a consequence of size exclusion, meaning
that a substantial number of pores were simply too small to allow any macromolecules to enter. The polymer transport
could therefore be well described by the notion of inaccessible pore volume, IPV (Dawson and Lantz, 1972; Lotsch
et al., 1985). While ions were transported through most areas of the pore space, including the pores inside the individual
silica grains, polymer flow took place primarily in the macropores in-between the grains. However, it is important to
note that the IPV acted as a source and sink of ions, and thus had a considerable impact on the rheological behavior of
the flowing polymer solution.

The above conclusions were reached by combining multiple sources of information: a chloride breakthrough curve,
in-situ electrical resistivities, as well as differential pressure recordings. The latter were taken across the column itself,
and across a capillary rheometer connected to the outlet end. Since the flow resistance of the employed polymer solutions
were salt-sensitive, the arrival of polymer at the effluent could be deduced from the ∆P measurements. The IORCoreSim
polymer model (Lohne et al., 2017) was applied to interpret the experimental data. The model includes correlations to
describe the non-Newtonian flow rheology, as well as salinity-dependent intrinsic viscosities. The simulations explained
the main trends in the data very well, though it was found difficult to obtain a completely satisfactory history match.
Some possible reasons for this were suggested.

A simplified mathematical model was proposed to interpret the resistance data. When comparing low salinity in-
jection with high salinity injection, the inclusion of dispersion proved important to capture the timing of the observed
electrical response. This highlights the fact that, while the section resistances provide useful information about in-situ
ionic concentrations, differences between the two measures should be kept clearly in mind. It was further observed
that the presence of polymer affected the electrical signal. In particular, for injection of water to displace polymer, the
electrical resistance measurements revealed premature breakthrough of ions, and the profiles showed distortions at late
times, which indicated an unstable flow situation (i.e., viscous fingering).

Although the reported experiments were conducted in an artificially manufactured medium, a similar kind of trans-
port behaviour might be expected in more realistic settings as well, e.g., in fractured reservoirs; or more generally, in
reservoirs with a wide pore size distribution. If large polymer molecules are injected into such a formation, it can result
in a situation where the polymer front moves rapidly from the injector to the producer, bypassing most of the oil stored
in low permeable zones in the matrix, and leaving the co-injected water behind. This could be problematic, especially if
the desired goal is to combine polymer flooding with other EOR methods that involve modifying the brine composition,
such as low salinity waterflooding. Indeed, since the reservoir formation water typically has a high salinity, the size
exclusion effect would then negatively limit the possibility of a synergy effect between the two methods. One remedy
for this would be to perform a low-salinity pre-flush for a sufficient duration of time before the start-up of polymer
injection.
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8 Tables

Table 1 Aqueous solutions used in the reported experiments.

Brine NaCl concentration [g l−1] Polymer concentration [ppm]

B10 10 0
B35 35 0
P10 10 1000
P35 35 1000

Table 2 Estimated column properties, for the two columns considered in this paper. The value for macroporosity φm used in the polymer
simulations was based on matching the experimental breakthrough time of polymer, as determined from the effluent capillary tube rheometer.
For more precision, an additional correction should be made for the volume in-between the column and the capillary tube, but this was not
recorded.

Quantity Column 1 Column 2

Length, L 81.474 cm 80.708 cm
Average diameter, d 1.511 cm 1.577 cm
Average permeability, k 6.2 D 4.9 D
Pore volume, Vp 111.912 ml 125.104 ml
Total porosity, φt 76.6 % 79.4 %
Estimate for macroporosity, φm 45.5 %

Table 3 Explanation for parameters used in the implemented MRMT framework (Haggerty and Gorelick, 1995). The total pore space is
assumed to consist of a single ’mobile domain’ (macropores), as well as Nim immobile (stagnant) zones. The latter fluid continua are indexed
by the letter j. In the present work, Nim = 2.

Parameter Description

φm Porosity of the mobile domain
φ j

im Porosity of immobile domain j
φim Total porosity of immobile domain, i.e., the sum of all φ j

im
φt Total porosity, i.e., the sum of φm and φim
Cm Solute concentration in the mobile domain
C j

im Solute concentration in immobile domain j
α j The j-th mass transfer coefficient
D?

m Effective diffusion coefficient for the mobile domain
u Darcy velocity
v = u/φm Mean advective velocity in the mobile domain
Dmol Molecular diffusion coefficient
τ Dimensionless tortuosity factor, to account for restricted diffusion in porous media
λd Longitudinal dispersivity coefficient
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Table 4 Measured NaCl conductivities at T = 22.5◦C.

Concentration, CS [g l−1] Conductivity, σ f [mScm−1]

10 16.84
15 22.79
20 31.9
25 39.5
30 45.6
35 53.6

Table 5 Polymer input parameters for the IORCoreSim simulations. The dimensional quantities listed in the table are based on using the
following units: [Mw] = MDa, [η ] = mlg−1, [λa] = KmolJ−1.

Parameter Value

Molecular weight, Mw 15
Mark-Houwink prefactor, K 345.6
Mark-Houwink exponent, a 0.68
Salinity dependence exponent, αs 0.239
Huggins constant, k1 0.720
Huggins constant, k2 0.153
Shear thinning slope parameter, an 0.055
Shear thinning slope parameter, bn 0.661
Relaxation time prefactor, λa 0.635
Shear thinning transition parameter, x 1.82
Critical Deborah number, N?

De 3.76
Shear thickening slope, m 0.93
Shear thickening transition parameter, x2 4.0

Table 6 Fitted Carreau-Yasuda parameters for the P10 and P35 polymer solutions, when using the input parameters from table 5. Note that
the solvent viscosity was treated as independent of salinity. In reality, the viscosity of a B35 solution is approximately 4 % larger than that of
a B10 solution (at room temperature).

Parameter Value for P10 brine Value for P35 brine

Solvent viscosity, ηs 1 mPas 1 mPas
Zero shear rate viscosity, η0 18.3 mPas 10.7 mPas
Relaxation time, λ1 0.56 s 0.31 s
Shear thinning transition parameter, x 1.82 1.82
Shear thinning slope parameter, n 0.25 0.21

Table 7 Input parameters for the IORCoreSim MRMT model simulations. For both Column 1 and Column 2, the intragranular pore space was
divided into two compartments, most of which was assumed to be in equilibrium with the fluid in the macropores.

Parameter Value

Fraction of slowly exchanging intragranular pore space, φ2/φim 0.05
Mass transfer coefficient, α2 1.019×10−5 s−1

Input dispersivity coefficient, λd 0.081 cm
Estimated numerical dispersivity coefficient when ∆z = 1mm 0.047 cm
Effective dispersivity coefficient 0.128 cm

220



Flow of polymer fluids in a dual porosity sand pack: Experiments and simulations 21

References

Archie, G. [1942] The electrical resistivity log as an aid in determining some reservoir characteristics. Trans., AIME,
146, 54–67.

Bird, R.B., Armstrong, R.C., Hassager, O. and Curtiss, C.F. [1977] Dynamics of polymeric liquids, 1. Wiley, New York.
Dawson, R. and Lantz, R.B. [1972] Inaccessible pore volume in polymer flooding. Society of Petroleum Engineers

Journal, 12(05), 448–452.
Dullien, F.A. [1992] Porous media: fluid transport and pore structure. Academic press, 2nd edn.
Ewoldt, R.H., Johnston, M.T. and Caretta, L.M. [2015] Experimental challenges of shear rheology: how to avoid bad

data. In: Complex fluids in biological systems, Springer, 207–241.
Glover, P.W. [2009] What is the cementation exponent? A new interpretation. The Leading Edge, 28(1), 82–85.
Haggerty, R. and Gorelick, S.M. [1995] Multiple-Rate Mass Transfer for Modeling Diffusion and Surface Reactions in

Media with Pore-Scale Heterogeneity. Water Resources Research, 31(10), 2383–2400.
Homsy, G.M. [1987] Viscous fingering in porous media. Annual review of fluid mechanics, 19(1), 271–311.
Lake, L.W. [1989] Enhanced oil recovery. Prentice Hall Inc., Old Tappan, NJ;.
Lantz, R. [1971] Quantitative evaluation of numerical diffusion (truncation error). Society of Petroleum Engineers

Journal, 11(03), 315–320.
Lohne, A. [2017] User’s manual for IORCoreSim - combined EOR and SCAL simulator.
Lohne, A., Nødland, O., Stavland, A. and Hiorth, A. [2017] A model for non-Newtonian flow in porous media at different

flow regimes. Computational Geosciences, 1–24.
Lotsch, T., Muller, T. and Pusch, G. [1985] The effect of inaccessible pore volume on polymer coreflood experiments.

In: SPE Oilfield and Geothermal Chemistry Symposium. Society of Petroleum Engineers.
Mendelson, K.S. and Cohen, M.H. [1982] The effect of grain anisotropy on the electrical properties of sedimentary

rocks. Geophysics, 47(2), 257–263.
Nilsson, S., Lohne, A. and Veggeland, K. [1997] Effect of polymer on surfactant floodings of oil reservoirs. Colloids

and Surfaces A: Physicochemical and Engineering Aspects, 127(1-3), 241–247.
Norwegian Petroleum Directorate [2018] Positive prospects for producing more. http://www.npd.no/en/
Topics/Improved-Recovery/Temaartikler/Positive-prospects-for-producing-more/.
Accessed: 2018-08-29.

Perkins, T. and Johnston, O. [1963] A review of diffusion and dispersion in porous media. Society of Petroleum Engi-
neers Journal, 3(01), 70–84.

Revil, A. and Glover, P. [1997] Theory of ionic-surface electrical conduction in porous media. Physical Review B, 55(3),
1757.

Ringen, I., Stiegler, H., Nødland, O., Hiorth, A. and Stavland, A. [2016] Polymer Flooding In Sandpacks with a Dual-
Porosity. In: Paper prepared for presentation at the International Symposium of the Society of Core Analysts held in
Snowmass, Colorado, USA, 21-26 August 2016.

Sen, P., Scala, C. and Cohen, M. [1981] A self-similar model for sedimentary rocks with application to the dielectric
constant of fused glass beads. Geophysics, 46(5), 781–795.

Sheng, J.J., Leonhardt, B. and Azri, N. [2015] Status of polymer-flooding technology. Journal of Canadian Petroleum
Technology, 54(02), 116–126.

Sorbie, K.S. [1991] Polymer-improved oil recovery. Springer Science & Business Media.
Stavland, A., Jonsbroten, H. and Strand, D. [2013] When will polymer viscosity be a design criterion for EOR polymer

flooding? In: IEA-EOR 34th Annual Symposium, Stavanger, Norway.
Thomas, A., Gaillard, N. and Favero, C. [2012] Some key features to consider when studying acrylamide-based polymers

for chemical enhanced oil recovery. Oil & Gas Science and Technology–Revue d’IFP Energies nouvelles, 67(6), 887–
902.

Tiab, D. and Donaldson, E.C. [2012] Petrophysics: theory and practice of measuring reservoir rock and fluid transport
properties. Elsevier/Gulf Professional.

221



22 Oddbjørn Nødland1,2,3 et al.

Van Genuchten, M.T. and Wierenga, P. [1976] Mass transfer studies in sorbing porous media I. Analytical solutions.
Soil Science Society of America Journal, 40(4), 473–480.

222


	Acknowledgements
	Abstract
	List of Papers
	Contents
	List of Figures
	Introduction
	Background and motivation
	Research aims and objectives
	Organization of thesis

	Polymer flooding: Background and challenges
	Proposed working mechanisms of polymer flooding
	Description of EOR polymers
	Practical challenges for field scale polymer flooding

	Bulk rheology of polymer solutions
	Newtonian fluids
	Non-Newtonian fluids
	Apparent shear thinning of EOR polymer solutions

	Polymer rheology in porous media
	Correlating bulk and in-situ polymer behaviour
	Apparent shear thickening
	Mechanical degradation in porous media
	Inaccessible pore volume effects
	Polymer retention in porous media
	Salinity effects

	Reservoir simulation background
	Generic conservation law
	Types of reservoir simulation models
	Immiscible, two-phase flow equations
	One-phase incompressible flow
	IORCoreSim implementation approach

	Summary of papers
	Paper I
	Paper II
	Paper III
	Paper IV
	Paper V
	Paper VI

	Future prospects
	Bibliography
	Papers
	A Model for Non-Newtonian Flow in Porous Media at Different Flow Regimes
	Polymer flooding in sandpacks with a dual-porosity
	Mechanical Degradation of Polymers at the Field Scale-A Simulation Study
	A model for non-Newtonian flow in porous media at different flow regimes
	Simulation of polymer mechanical degradation in radial well geometry
	Flow of polymer fluids in a dual porosity sand pack: Experiments and simulations

